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For centuries, it has been known that vibrational and rotational degrees of freedom are in general not sep-
arable. Nevertheless, surprisingly little is known about the best strategies for approximately separating
these degrees of freedom in practice—even in the case of semirigid molecules, where the separation is
most meaningful. There is also some confusion in the literature about the proper way to quantify the
magnitude of the Coriolis (i.e., rotation-vibration) coupling in rovibrational Hamiltonians or its effect
on the rovibrational eigenenergies. In this study, a vibrational-coordinate-independent metric is pro-
posed to quantify the magnitude of the Coriolis contribution to the rovibrational Hamiltonian. The impact
of Coriolis coupling on the rovibrational eigenenergies is computed numerically exactly, using both full
and various truncated Hamiltonians. The role played by the choice of the vibrational coordinate sys-
tem—and especially by the choice of ‘‘embedding” or body-fixed frame—is examined extensively, both
numerically and analytically. This investigation targets several molecular prototypes, all of which serve
as important benchmarks for the high-resolution spectroscopic community. Most of these are triatomic
molecules, including water (H2

16O), its deuterated isotopologues (D2
16O and HD16O), Hþ

3 , and ozone
(16O3), but the tetratomic ammonia molecule (14NH3) is also investigated. These studies provide impor-
tant insight into the nature of Coriolis coupling under various circumstances. The findings of this study
also have significant practical ramifications, vis-à-vis the use of simplifying numerical approximation
techniques in nuclear-motion computations.
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1. Introduction

Whether classical or quantum mechanical, the dynamics of
many-body systems is a notoriously challenging problem whose
solution benefits from—and often requires—simplifying assump-
tions. To this end, the full problem is generally decomposed into
translational, rotational, and vibrational components. Yet, whereas
overall translation perfectly separates from everything else (pro-
vided there are no external fields or spatial constraints), rotational
and vibrational motions are inherently coupled. Moreover, the nat-
ure and precise form of this rotation-vibration or ‘‘Coriolis” cou-
pling (CC) depend on the definition of the rotational degrees of
freedom (dofs), which is essentially arbitrary. As a consequence,
the accuracy of a given separable approximation (e.g., setting the
CC contribution to zero) must depend on the choice of coordinates,
which lends additional complexity—but also possibility—to the
enterprise.

The above considerations are particularly pertinent for quan-
tum calculations, for which the computational cost increases dra-
matically (typically exponentially) with the number of dofs, both
in memory and CPU time. In particular, computing rovibrational
molecular eigenenergies converged to the accuracy of typical
high-resolution spectroscopic measurements (i.e., �10�2 cm�1 or
better) requires variational methods [1–17] that are all the more
computationally expensive, given the large number of eigenstates
that typically need to be determined in practice [18]. Simplifying
approximations that can effectively reduce the number of dofs,
and thereby also the corresponding basis set size and the number
of explicitly computed eigenstates, are thus very important.
2

An equally important consideration is that such approximations
should introduce only a minor, acceptable loss of accuracy.
Whereas, in principle, spectroscopic accuracy might be the desired
standard of the field, in practice, many potential energy surfaces
(PESs) are able to yield eigenenergies that are only accurate to a
few cm�1 or so. Accordingly, we aim for an accuracy standard of
a few cm�1, which should prove perfectly acceptable, if it can be
achieved, for a number of applications. On the other hand, it is
not the PES contribution but rather the exact rovibrational kinetic
energy operator (KEO) [19,20] contribution, where the Coriolis
contribution enters the Hamiltonian. Ideally, we would like to con-
trive a separable KEO approximation that can be successfully
applied not only to semirigid molecules, but also to those with
vibrational dynamics of arbitrary complexity [21–29]. However,
for quasistructural molecules [29] this separation clearly cannot
be expected to work.

Exact rovibrational Hamiltonians can always be written in the
form

ĤVR ¼ T̂ þ V̂ ¼ T̂V þ T̂R þ T̂VR þ V̂ ; ð1Þ

where T̂ and V̂ are the KEO and PES operators, respectively. The pure
rotational (R) and pure vibrational (V) contributions to the KEO are
denoted using appropriate subscripts, whereas the rotation-

vibration (VR) coupling or CC contribution is denoted as T̂VR. It is
advantageous that in external-field-free cases, as assumed in

Eq. (1), V̂ is independent of the rotational dofs. Consequently, the

matrix representation of ĤVR becomes block-diagonal by the rota-
tional quantumnumber, J, which is thus a goodquantumnumber [30].
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Insofar as developing useful separable approximations to Eq. (1)
is concerned, this field is nearly as old as quantum mechanics itself
[19,20,31–36]. As mentioned, part of the richness stems from the

fact that the three-term decomposition of T̂ in Eq. (1) depends on
the choice of rotational dofs—which in turn is determined by the
choice of ‘‘embedding” or body-fixed frame. For triatomic mole-
cules, general rovibrational Hamiltonians have been derived by
Sutcliffe and Tennyson [37,38], including arbitrary axis embed-
dings. Rovibrational Hamiltonians satisfying the Casimir condition
were also developed [39]. For triatomic molecules, Eckart embed-
dings [40,41] have been investigated by Wei and Carrington [42]
using Radau, valence, and Jacobi vibrational coordinates. Wei and
Carrington also derived Eckart-frame Hamiltonians using valence
[43] and Radau [44] coordinates, as well as their bond (vector)
and bisector equivalents.

In Ref. [43], Wei and Carrington argued that the magnitude of
CC can be assessed by examining the individual tensor elements

of T̂VR. However, this is a dangerous prescription, because the ten-
sor elements also depend on the choice of the vibrational coordi-
nates, and therefore the individual tensor elements are

somewhat arbitrary. In reality, the T̂VR operator is determined
solely by the embedding, and is therefore (vibration) coordinate-
independent. Based on this kind of analysis, Wei and Carrington
deduced that it is the Eckart embedding that results in minimal
CC [44]—and this simple presumption has evidently never been
questioned since, even though it was based on a coordinate-
dependent measure. Wei and Carrington also acknowledged [43]
that their effort is just the ‘‘first step” towards establishing the rel-
ative advantages of the different embeddings; to really provide a
definitive assessment, it would be necessary to calculate rovibra-
tional eigenenergies using different embeddings. These are pre-
cisely the sort of calculations that we have performed here, for a
number of molecular systems, after a hiatus of two decades.

The above discussion presumes that the simplest way to arrive
at a ‘‘separable” approximate KEO is to simply neglect the Coriolis

contribution, T̂VR. In practice, however, this does not actually result
in a truly separable calculation, for which vibrational and rota-
tional contributions can be computed independently—and there-

fore, much more inexpensively. The reason is that T̂R depends
parametrically on the vibrational coordinates. Consequently, in
order to achieve true separability, it is also necessary to modify

or discard parts of T̂R. To this end, we introduce a sequence of
Table 1
Summary of the different embeddings studied in this paper. The abbreviati
symmetric/asymmetric Jacobi coordinates.

abbreviation full name intern

EE Eckart any
FEE flexible-Eckart any

VBE valence bisector valenc
Vr1E valence r1

a valenc
VFEE valence flexible-Eckart valenc
VwBE valence weighted-bisector valenc

RBE Radau bisector Radau
Rr1E Radau r1

a Radau
RFEE Radau flexible-Eckart Radau
RwBE Radau weighted-bisector Radau

s/aJrE s/a-Jacobi rb s/a-Jac
s/aJRE s/a-Jacobi Rb s/a-Jac
s/aJBE s/a-Jacobi bisectorb s/a-Jac

zxzE ‘‘zxz” (scattering) valenc

a For HD16O, the valence/Radau r1 embedding (Vr1E/Rr1E) becomes vale
b For A3 molecules, the s/a prefix is dropped from the name and the ab
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increasingly severe approximations—starting with the above
Coriolis-free approximation (CFA), then moving on to the diagonal
GR approximation (DGRA), and finally, the generalized centrifugal
sudden approximation (GCSA) [45].

The centrifugal sudden (CS) (and related) approximation has
itself enjoyed a long history, and so this portion of the present
work is important for establishing the requisite theoretical connec-
tions between CFA and CS. A few decades ago, the ‘‘jz conserving”
CS approximation was developed by McGuire and Kouri [46] in
Jacobi coordinates for triatomic (atom + diatom) quantum scatter-
ing calculations [46]. At the same time, Pack [47] investigated
space-fixed and body-fixed axes in atom-diatom molecule scatter-
ing problems when the rotation is treated in a ‘‘sudden approxima-
tion”. In chemical physics, these approaches have been applied
primarily in the context of reactive scattering [48–52], although
some authors have employed them in the rovibrational spec-
troscopy context, as well [53,54].

In response to the state of affairs outlined above, our present
investigation is structured as follows. First, a comprehensive study
is performed for the H2

16O AB2-type triatomic molecule. In partic-
ular, accurately converged rovibrational energy levels are com-
puted using each of the three approximations, i.e., CFA, DGRA,
and GCSA, employing a variety of different embeddings and vibra-
tional coordinates. These are then compared with similarly-well-
converged results using the exact KEO. Additionally, we examine

the T̂VR tensor elements analytically, evaluated at a range of differ-
ent molecular geometries. Some interesting trends are observed,
which we justify using theoretical arguments. In order to confirm
the generality of the conclusions obtained, similar investigations
are conducted for a set of molecules, venturing successively further
from H2

16O. These studies start with the deuterated isotopologues
of H2

16O (i.e., D2
16O and HD16O), and then move on to Hþ

3 , ozone
(16O3), and the fluxional tetratomic ammonia molecule (14NH3).
For these studies, only CFA and exact KEO calculations were per-
formed, although multiple embeddings were considered, and both
tensor elements and rovibrational eigenenergies were computed.
Finally, we have performed some calculations to confirm numeri-
cally what we predict theoretically—i.e., that exact KEO results
should be independent of both vibrational coordinate system and
embedding, whereas CFA results should be embedding-
dependent but vibrational-coordinate-independent. Certain
embeddings therefore behave better than others in the CFA, and
ons listed here are used throughout the paper. The s/a prefix indicates

al coordinates molecules the embedding is applied to

H2
16O, D2

16O, HD16O, Hþ
3 ;

16O3, 14NH3

H2
16O, HD16O, Hþ

3 ;
14NH3

e H2
16O, D2

16O, HD16O, Hþ
3 ;

16O3

e H2
16O, D2

16O, HD16O, Hþ
3 ;

16O3

e H2
16O, HD16O

e HD16O

H2
16O, D2

16O, HD16O, Hþ
3 ;

16O3

H2
16O, D2

16O, HD16O, Hþ
3 ;

16O3

H2
16O, HD16O

HD16O

obi H2
16O, D2

16O, Hþ
3 ;

16O3

obi H2
16O, D2

16O, Hþ
3 ;

16O3

obi H2
16O, D2

16O, Hþ
3 ;

16O3

e 14NH3

nce/Radau rH (VrHE/RrHE) and rD (VrDE/RrDE) embedding.
breviation of the embedding.



Fig. 1. The body-fixed frame (x̂; ŷ) used in this study for the three linear
embeddings investigated (see text). The valence bond and the Radau vectors are
marked with red and dashed green lines, respectively. The Radau special point
between the A atom and the center of mass at the origin is indicated with a green
dot. The rotated axes ðx̂0; ŷ0 Þ used for Jacobi bond embeddings are also illustrated
(with a similar rotation also used for the Radau bond embeddings).
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it is our task here to determine which those are, using—for the first
time, to our knowledge—a combined analytical and numerical
approach.

Some of our results concerning the separation of vibrations and
rotations have been detailed in a recent paper [45], where we stud-
ied only H2

16O, and considered just a few selected embeddings. The
present paper builds on and extends our previous work in several
important ways. First and foremost, we extend our earlier study to
a much broader set of molecules, including ABC and A3 triatomics,
as well as the fluxional tetraatomic, NH3. Second, we consider a
much broader range of embeddings (see Table 1), including the
sophisticated class known as flexible or ‘‘Sayvetz” embeddings
[55], tailored to an entire isomerization pathway, rather than to
just a single reference geometry. Such embeddings are particularly
important for floppy molecules with low isomerization barriers,
such as NH3. Third, we make use of a coordinate-independent mea-
sure to assess the magnitude of CC. As discussed, earlier studies
[43,44] used an ad hoc criterion for this, that depends on the speci-
fic choice of vibrational coordinates, thereby leading to ‘‘apples-to-
oranges” comparisons, and possibly unreliable conclusions. Finally,
we also provide more detailed and rigorous theoretical explana-
tions for many of the observed trends, thereby placing our conclu-
sions on a more general, reliable footing.

2. Triatomic AB2 molecules
2.1. Overview

Let us take a triatomic AB2 molecule with a reference geometry
of C2v point-group symmetry. This reference structure can be the
global minimum, as in the case of the ground electronic state of
H2

16O [56]. Alternatively, the reference structure might be the
transition state between two equivalent Cs minima, as in the case
of the ~C 1B2 electronic state of 32SO2 [57,58]. For purposes of the
present study, the choice of the reference structure need have
nothing to do with the nature of the reference point, whether a
minimum or a transition state; this choice is used to define a ref-
erence orientation, and to specify the body-fixed frame or
‘‘embedding”.

For the reference geometry, we define the reference orientation
such that the x̂ axis is parallel to the B1–B2 separation vector
(where 1 and 2 label the two B atoms), and the ẑ axis is perpendic-
ular to the molecular frame (Fig. 1). Let r!1; r

!
2, and r!A, respec-

tively, denote the positions of the atoms B1, B2, and A in the
body-fixed frame. For the reference geometry, these position vec-
tors must take the following form:

r!ref
1 ¼ ð�x0; y0;0Þ

r!ref
2 ¼ ðx0; y0;0Þ

r!ref
A ¼ 0;� 2m

M

� �
y0;0

� �
:

ð2Þ

Here, m ¼ mB and M ¼ mA denote the masses of the B and A atoms,
respectively, and the coordinates have been chosen so that the cen-
ter of mass (COM) coincides with the origin of the body-fixed frame.

The choice of embedding is determined by specifying the values
of the three body-fixed position vectors, r!1; r

!
2, and r!A, with

respect to all possible vibrational displacements from the reference
geometry. In all cases, the displacements are constrained by the
COM condition, i.e.,

m r!1 þm r!2 þM r!A ¼ 0
!
: ð3Þ

Thus, r!A is completely determined by r!1 and r!2, so that there are
six independent rovibrational coordinates (e.g., the Cartesian com-
4

ponents of r!1 and r!2). However, there are only three independent
vibrational displacements, so in effect there is a (local) three-
parameter family of possible embedding choices.

For triatomic systems, the three atoms always define a plane
(except for collinear geometries), and so it is natural to restrict con-
sideration to only those frames for which the ẑ components of the
atoms are all zero (z1 ¼ z2 ¼ zA ¼ 0). This constraint reduces the
number of independent coordinates to just four, ðx1; y1; x2; y2Þ. This
reduces the range of local embedding choices to a one-parameter
family. All of the triatomic embeddings considered in this work
are subject to this constraint.

Consider a particular embedding. In general, it is possible to
apply a global rotation (~R) to the ðx̂; ŷ; ẑÞ body-fixed coordinate
system,

r!! r!0 ¼ ~R � r!; ð4Þ
without changing anything fundamental about the embedding itself

(i.e., the rotational T̂R and CC T̂VR contributions to the total rovibra-
tional Hamiltonian are essentially unchanged). There are at least
two ways to interpret this situation. In the active interpretation,
Eq. (4) transforms any given geometry from the reference orienta-
tion to some arbitrary orientation. Thus, by applying Eq. (4), all ori-
entations can be generated. In the passive interpretation, we simply
redefine what we take to be the body-fixed axes, from ðx̂; ŷ; ẑÞ to
ðx̂0; ŷ0; ẑ0Þ. The latter interpretation can be useful when considering,
e.g., the so-called ‘‘asymmetric” embeddings, which do not respect
the permutation symmetry of B1 and B2. Note, however, that in this
context the (ẑ-axis) rotation angle does depend on the geometry; it
is therefore not a global rotation, and so it does indeed result in a
change of embedding. In any event, for all ‘‘symmetric” embed-
dings, the original ðx̂; ŷ; ẑÞ axes are always the most relevant.

2.2. Vibrational displacements for symmetric embeddings

Consider the vibrational displacements that transform the
reference geometry into any other C2v geometry. There is a
two-parameter family of such displacements, corresponding to
‘‘symmetric stretch” and (symmetric) ‘‘bend” vibrational motions.
Note that any C2v geometry remains invariant under permutation
of B1 and B2. Therefore, for any symmetric embedding, the refer-



Fig. 3. Asymmetric vibrational displacement in linear embeddings using the D
general coordinate. The B atom displacements are in a direction defined by the
angle �, whose value also serves to define the particular linear embedding.

Fig. 2. Symmetric vibrational displacements in linear embeddings using (Dx;Dy)
general coordinates.
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ence orientation for any C2v geometry must retain the same sym-
metric form as the reference geometry. Consequently, the position
vectors must adopt the form

r!C2v
1 ¼ �ðx0 þ DxÞ; y0 þ Dy;0ð Þ

r!C2v
2 ¼ x0 þ Dx; y0 þ Dy;0ð Þ

r!C2v
A ¼ 0;� 2m

M

h i
ðy0 þ DyÞ;0

� �
:

ð5Þ

In Eq. (5), Dx and Dy represent the two independent symmetric
vibrational displacement parameters (see Fig. 2).

Note that, as per Eq. (5), all symmetric embeddings behave
exactly the same with respect to symmetric vibrational displace-
ments. We can thus take Dx and Dy to be the two symmetric vibra-
tional coordinates, describing symmetric stretch and bend motions
for all symmetric embeddings—which we shall do for pedagogical
and comparative purposes. Note further that for all symmetric
embeddings, the two-dimensional (2D) subspace of pure symmet-
ric displacements is linear (i.e., flat and Cartesian). In other words, if
the configurations

r!ref
1 þ D r!C2v

1 ; r!ref
2 þ D r!C2v

2 ; r!ref
A þ D r!C2v

A ð6Þ
and r!ref

1 þ D r0
!C2v

1 ; r! ref
2 þ D r0

!C2v
2 ; r! ref

A þ D r0
!C2v

A ð7Þ
both belong to the subspace of symmetric displacements, then so
does

r!ref
1 þD r!C2v

1 þD r0
!C2v

1 ; r!ref
2 þD r!C2v

2 þD r0
!C2v

2 ; r!ref
A þD r!C2v

A þD r0
!C2v

A :

ð8Þ
Again, this is true for all symmetric embeddings.

Two out of the three vibrational displacements are thus already
accounted for. In reality, the various symmetric embeddings differ
only with respect to how they treat the third type of vibrational
displacement, the asymmetric stretch. Three of the symmetric
embeddings considered in this paper are very closely related to
each other—in the sense that in all three cases the pure asymmetric
displacements are linear, in the sense of Eq. (8). In all three cases,
asymmetric stretch displacement corresponds to linear displace-
ment by the distance D, in a direction for B1/B2 that is at an angle
� below/above the x̂ axis (see Fig. 3). Accordingly, we shall call
these three embeddings the ‘‘linear embeddings”. The only differ-
ence between any two linear embeddings is therefore with respect
to how the angle � is defined. Although only three such choices are
5

considered here, in principle a vast range of linear embeddings are
possible. It may be worth investigating these more fully in the
future, for as we shall see, the linear embeddings seem to offer
the best performance, in practice, in terms of separating vibration
and rotation via minimization of the CC, for all systems studied.

2.3. Asymmetric stretch displacements for the three linear embeddings

2.3.1. Eckart embedding
The simplest and most famous of the three linear embeddings is

the Eckart embedding (EE). In addition to the usual center-of-mass
condition [Eq. (3)], EE is defined by

mð r! ref
1 � D r!1Þ þmð r! ref

2 � D r!2Þ þMð r! ref
A � D r!AÞ ¼ 0

!
; ð9Þ

where the displacements are defined as D r!1 ¼ ð r!1 � r! ref
1 Þ,

D r!2 ¼ ð r!2 � r! ref
2 Þ, and D r!A ¼ ð r!A � r! ref

A Þ. Equation (9) takes
the form of a vector equation. However, since all vectors lie in the
x̂–ŷ plane, the cross-product vectors all point in the ẑ direction.
Thus, in reality, Eq. (9) represents a single new constraint on
f r!1; r

!
2; r
!

Ag—exactly what is needed to specify the embedding.
For the subspace of pure symmetric displacements,

D r!C2v
1 ¼ ð�Dx;Dy;0Þ

D r!C2v
2 ¼ ðDx;Dy;0Þ

D r!C2v
A ¼ 0;� 2m

M

� �
Dy;0

� �
; ð10Þ

which satisfies Eq. (9). For the pure asymmetric-stretch displace-
ments, Section 2.2 suggests the following ansatz:

D r!Cs
1 ¼ ðD cos �;�D sin �;0Þ

D r!Cs
2 ¼ ðD cos �;D sin �;0Þ

D r!Cs
A ¼ � 2m

M

� �
D cos �;0;0

� �
: ð11Þ

Substituting Eq. (11) into Eq. (9) results in the following determina-
tion of the EE angle �:

tan �EE ¼ 1þ 2m
M

� �� �
y0
x0

� �
: ð12Þ

The value of the angle �, as specified in Eq. (12), corresponds to the
motion of B1/B2 directly towards/away from the reference geometry
position of A. Note that this angle remains constant over all asym-



Fig. 4. Jacobi vectors (r and R) in symmetric Jacobi embeddings. The movement of
the unfixed vector is indicated with dark/light green arrows for the symmetric
Jacobi r embedding, and with pink/purple arrows for the symmetric Jacobi R
embedding.
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metric stretch displacements, D. This means that both B1 and B2

follow straight-line paths, so that the asymmetric displacement
subspace is linear. Furthermore, it can be shown that Eq. (12) also
generalizes for arbitrary vibrational displacements, and it is thus
independent of Dx and Dy, as well as D. As a consequence, the entire
vibrational subspace is linear for the Eckart frame—the only ‘‘linear
embedding” considered here for which this property holds.

2.3.2. Valence bisector embedding
Consider pure asymmetric stretch displacements with respect

to the chosen reference geometry. In the Eckart frame, even for suf-
ficiently large D, atom B1 never collides with atom A, because A is
itself displaced from its reference position [Eq. (11)]. In contrast, in
the valence bisector embedding (VBE), the B1/B2 atoms always move
towards/away from the actual position of atom A, along the actual
valence bonds. Consequently, the A and B atoms will always ‘‘col-
lide” eventually, even if starting from an arbitrary C2v geometry
that is not necessarily the reference geometry. Note that by apply-
ing asymmetric displacements to different C2v starting geometries,
we can generate any particular asymmetric displacement sub-
space. These can be labeled in the same manner as the C2v starting
geometries, i.e., in terms of the symmetric displacements, ðDx;DyÞ.
In this manner, the whole vibrational displacement space may be
explored.

We continue to assume a linear ansatz in terms of the angle �,
so that the general vibrational displacements are of the form

D r!1 ¼ ð�Dxþ D cos �;Dy� D sin �;0Þ
D r!2 ¼ ðDxþ D cos �;Dyþ D sin �;0Þ
D r!A ¼ � 2m

M

� �
D cos �;� 2m

M

� �
Dy;0

� �
:

ð13Þ

The main difference from the Eckart frame is that the direction of
motion, �, clearly depends on the particular C2v starting geome-
try—i.e., on Dx and Dy, though not on D. Consequently, although
any particular asymmetric displacement subspace is linear in the
sense of Section 2.2, the vibrational space as a whole is not. Essen-
tially, it is a flat linear space that has been ‘‘twisted”.

Formally, the VBE is defined such that the ŷ axis corresponds to
the bisector of the B1–A–B2 bond angle. From this definition, it is
clear that all of the above claims are satisfied, except those pertain-
ing to �. However, by applying the valence bisector condition to the
ansatz of Eq. (13), the following solution is obtained:

tan �VBE ¼ 1þ 2m
M

� �� �2 y0 þ Dy
x0 þ Dx

� �
: ð14Þ

Eq. (14) does indeed depend on the symmetric displacements
ðDx;DyÞ (i.e., on the non-reference C2v starting geometry), but is
independent of D, as claimed. Note also that even for pure asym-
metric stretching, i.e., Dx ¼ Dy ¼ 0, the direction � as specified by
Eq. (14) is not equivalent to the corresponding Eckart �, in fact it
represents a steeper angle than in Eq. (12). Only in the limit
ðm=MÞ ! 0 do the two � values become equivalent.

2.3.3. Radau bisector embedding
The (symmetric) Radau coordinates are defined in terms of the

two Radau vectors, which extend from a common origin, lying
partway between the AB2 center of mass and atom A, out to the
two B atoms (Fig. 1). The Radau bisector embedding (RBE) is then
defined such that the bisector of the angle formed by the two
Radau vectors lies along the body-fixed ŷ axis. This is in complete
analogy with the VBE, and indeed—based on the description
above—the two should become equivalent in the ðm=MÞ ! 0 limit.

By applying the Radau bisector condition to the ansatz of Eq.
(13), a linear solution is again obtained:
6

tan �RBE ¼ 1þ 2m
M

� �� �
y0 þ Dy
x0 þ Dx

� �
: ð15Þ

As in the VBE case, the RBE vibrational space is only separately ‘‘lin-
ear”, in the pure symmetric and pure asymmetric subspaces. The
vibrational space as a whole is thus once again ‘‘twisted” (see
Section 2.3.2).

In many respects, Eq. (15) lies ‘‘halfway” between the EE [Eq.
(12)] and VBE [Eq. (14)] forms. In particular, we see that Eq. (15)
reduces to Eq. (14) in the ðm=MÞ ! 0 limit, as predicted. This is true
regardless of the symmetric displacements, Dx and Dy, because the
geometric (i.e., second) factors in the right-hand side of the two
equations are identical. On the other hand, in comparing Eq. (15)
with Eq. (12), we see that it is the mass (i.e., first) factor that is
identical, whereas the Radau geometric factor has been modified
from the Eckart form, to incorporate the symmetric displacements.

This situation can be interpreted as follows. Whereas in EE
asymmetric displacements are always such that the B atoms move
towards/away from the location of A as defined for the reference
geometry, in the RBE case, this becomes the location of A as defined
by the C2v starting geometry. The pure asymmetric subspaces for EE
and RBE are thus the same, since pure asymmetric stretching cor-
responds to Dx ¼ Dy ¼ 0. Furthermore, in the vicinity of the refer-
ence geometry, the two embeddings are locally equivalent to each
other, but different from the VBE. These facts will later be seen to
have important repercussions.
2.4. Symmetric Jacobi embeddings

In addition to the three linear embeddings described above, EE,
VBE, and RBE, there are two other symmetric embeddings that we
also consider. These are both based on the symmetric (s) Jacobi
coordinates, for which one vector is defined as the difference
between B1 and B2 positions, and the second vector is defined as
the difference between the B1–B2 center of mass and the position
of A (see Fig. 4). The first Jacobi vector is called r!, the second Jacobi

vector is called R
!
. Two natural symmetric embeddings are

obtained from the symmetric Jacobi vectors described above. The
first, which we call the ‘‘symmetric Jacobi r” embedding (sJrE) is
defined by taking r! to be parallel with the body-fixed x̂ axis. The

second, the ‘‘symmetric Jacobi R” embedding (sJRE) has R
!

parallel
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with the body-fixed ŷ axis. Both Jacobi embedding choices are very
popular.

Regarding the vibrational motions, the pure symmetric sub-
space is the same for all symmetric embeddings, including the
three linear as well as the two symmetric Jacobi embeddings. Thus,
Eq. (10) is still applicable here. Note that the length r ¼ j r!j is

determined by Dx, whereas R ¼ j R!j is determined by Dy. On the
other hand, the pure asymmetric stretching motion is no longer
linear. Instead, we use c—i.e., the angle between the two Jacobi vec-
tors—as the asymmetric vibration coordinate (Fig. 4), with c ¼ p=2
corresponding to zero asymmetric displacement (i.e., to the C2v

starting geometry). Since r and R are both constant under pure
asymmetric stretching, the asymmetric subspaces for both sym-
metric Jacobi embeddings are circular, rather than linear, as per
Fig. 4. Nevertheless, it turns out that the full vibrational space is
actually linear (Section 2.5)—although we do not refer to these as
‘‘linear embeddings.”

It is straightforward to work out the individual particle posi-
tions r! under arbitrary vibrational displacements. For sJrE, these
are as follows:

r!1 ¼ �ðx0 þ DxÞ � ðy0 þ DyÞ cos c; ðy0 þ DyÞ sin c;0ð Þ
r!2 ¼ ðx0 þ DxÞ � ðy0 þ DyÞ cos c; ðy0 þ DyÞ sin c;0ð Þ
r!A ¼ 2m

M

� �
ðy0 þ DyÞ cos c;� 2m

M

� �
ðy0 þ DyÞ sin c; 0

� �
:

ð16Þ

Note that since r! lies along the B1–B2 ‘‘bond”, the sJrE embedding
might also be called the ‘‘valence BB” embedding.

For the sJRE embedding, the individual particle positions are as
follows:

r!1 ¼ �ðx0 þ DxÞ sin c; ðy0 þ DyÞ þ ðx0 þ DxÞ cos c;0ð Þ
r!2 ¼ ðx0 þ DxÞ sin c; ðy0 þ DyÞ � ðx0 þ DxÞ cos c; 0ð Þ
r!A ¼ 0;� 2m

M

� �
ðy0 þ DyÞ;0

� �
:

ð17Þ

Note that atom A is not displaced at all under pure asymmetric
stretching.

2.5. Asymmetric embeddings

On the face of it, there might appear to be little point in working
in an asymmetric embedding—i.e., one that does not respect the
B1–B2 permutation symmetry. However, it will be useful for peda-
gogical purposes to compare the symmetric embeddings described
above with several standard asymmetric ones, which in any event
become relevant for asymmetric ABC molecules.

Let us first reconsider the choice of the reference geometry and
orientation. As discussed in Section 2.1, the body-fixed ðx̂; ŷ; ẑÞ axes
can be defined for all embeddings, including asymmetric embed-
dings. However, for the asymmetric embeddings it is better to
work with the rotated axes ðx̂0; ŷ0; ẑ0Þ, obtained by applying a rota-
tion as per Eq. (4), in order to align one of the axes with a relevant
molecule vector (see Fig. 1). In this manner, we extend the defini-
tion of the rotated ðx̂0; ŷ0; ẑ0Þ axes to all geometries, i.e., not just to
the reference geometry.

In the valence AB embedding (or alternatively valence r1 embed-
ding, Vr1E), the ðx̂0; ŷ0; ẑ0Þ axes are rotated about the ẑ axis such that
x̂0 lies parallel to the A–B1 bond. In this embedding, displacements
of the B2 atom form a linear subspace. These displacements corre-
spond to symmetric bending and A–B2 stretching motions. Dis-
placements of B1, though limited to the x̂0 direction, also form a
linear subspace. Interestingly, the two subspaces do not affect
one another, so that the combined vibrational space is also linear
in this case. Actually, this is not surprising: the A–B1 valence bond
7

vector is also the r! vector for the asymmetric Jacobi coordinate
configuration corresponding to AB1 + B2; accordingly, the valence
AB bond embedding is also the ‘‘asymmetric Jacobi r” embedding
(aJrE).

The Radau AB embedding (or alternatively Radau r1 embedding,
Rr1E) is defined similarly to the valence AB embedding, except that
it is the B1 Radau vector that is taken to lie parallel to the body-
fixed x̂0 axis, via a suitable, geometry-dependent ẑ-axis rotation.
Note that in the ðm=MÞ ! 0 limit the Radau and valence AB
embeddings approach each other.

Another asymmetric embedding is that based on the asymmet-

ric (a) Jacobi R
!

vector—i.e., the vector which points from the A–B1

center of mass to B2. The asymmetric Jacobi R embedding (aJRE) is
defined via a geometry-dependent ẑ-axis rotation,
ðx̂; ŷ; ẑÞ ! ðx̂0; ŷ0; ẑ0Þ, such that ŷ0 lies parallel to the asymmetric

Jacobi R
!

vector. As in the case of sJRE, this embedding gives rise
to a curved asymmetric displacement space, although the full
vibrational space is linear.

Our final asymmetric embeddings comprise the Jacobi vector
analogs of the VBE, or Jacobi bisector embeddings, wherein the
bisector of the angle between the two Jacobi vectors defines the
ŷ axis. There are two such embeddings for AB2 molecules, one cor-
responding to the symmetric Jacobi vectors (sJBE), and the other to
the asymmetric Jacobi vectors (aJBE). Note that both embeddings
are actually ‘‘asymmetric”, in the sense defined here.
3. Classical rovibrational kinetic energy

3.1. The g tensor

The total classical kinetic energy, as expressed in Cartesian
coordinates r!n for a set of particles n with mass mn, is given by

Ttotal ¼
XN
n¼1

mn

2
_r!n � _r!n ¼m

2
_r!1 � _r!1 þm

2
_r!2 � _r!2 þM

2
_r!A � _r!A; ð18Þ

where the first form applies to a generic molecule with N atoms,
and the second form to the specific case of AB2 triatomics. By trans-
forming to translation-rotation-vibration coordinates, the COM
translational motion separates exactly from the rotation-vibration
motions, and can be ignored. In tensor form, the resultant
rotation-vibration kinetic energy becomes

T ¼ 1
2
_qT � g � _q; ð19Þ

where _q is a list of the vibration-then-rotation coordinate velocities,
_q ¼ ð _q1; _q2; . . . ; _hx; _hy; _hzÞ, and g is a tensor. Here, qi denote the vibra-
tional coordinates and ha ¼ qa, with a ¼ x; y; zf g, refer to the rota-
tional space.

Note that every tensor element of g depends only on the geom-
etry—that is, on the values of the vibrational coordinates, qi, and
not on ha. Moreover, due to the division of _q components into
vibration and rotation subsets, the g tensor necessarily adopts a
block-structured form,

g ¼ gV gVR

gT
VR gR

� �
: ð20Þ

Explicit expressions for the individual g tensor elements are pro-
vided in Appendix A.

Note that different embeddings give rise to different rotation-
vibration coordinate systems, and therefore to different g tensor
elements. In addition, all tensor elements depend on the geometry.
In all embeddings, however, the 3� 3 rotation tensor gR, for a
given geometry, is just the usual moment-of-inertia tensor.
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3.2. The G tensor

3.2.1. Generic form
To obtain a Hamiltonian, the rotation-vibration kinetic energy

must be reexpressed using the canonically conjugate momenta,
p ¼ ðp1; p2; . . . ; Jx; Jy; JzÞ, rather than _q. The result is

T ¼ 1
2
pT � G � p; ð21Þ

where

G ¼ g�1 ¼ GV GVR

GT
VR GR

� �
ð22Þ

is defined in Appendix A.
When the rotation-vibration coupling gVR is zero, g becomes

block diagonal, so that each diagonal block inverts independently:

GV ¼ g�1
V ; GVR ¼ 0; GR ¼ g�1

R : ð23Þ
Thus, in this case the CC GVR vanishes. Furthermore, GR can be called
‘‘geometric”—meaning simply that it is the inverse of the moment-
of-inertia tensor. More generally, i.e., when gVR and GVR are not zero,
the rotation-vibration coupling modifies the form of GR as follows:

GR ¼ gR � gT
VR � g�1

V � gVR

� 	�1
: ð24Þ

This implies, for example, that the three rotational constants (de-
fined as the eigenvalues of GR) are no longer equal to the inverses
of the three moments of inertia, as is true in the geometric case.

3.2.2. Rotational kinetic energy for AB2 molecules
For all triatomic molecules, including the AB2 case considered

here, the geometry is necessarily planar, leading to further special-
ized structure in gR and GR. In particular, both tensors themselves
block diagonalize into planar (xy) and perpendicular (z)
contributions:

gR ¼
gR
xx gR

xy 0

gR
yx gR

yy 0

0 0 gR
zz

0
B@

1
CA; GR ¼

GR
xx GR

xy 0

GR
yx GR

yy 0

0 0 GR
zz

0
BB@

1
CCA: ð25Þ

The planar contributions—i.e., the upper-left 2� 2 blocks in Eq. (25)
above—will be denoted gxy and Gxy.

For all planar molecules, the perpendicular moment of inertia,
Iz, is equal to the sum of the two planar moments of inertia, Ix
and Iy [note: the planar principal axes associated with Ix and Iy
do not need to coincide with x̂ and ŷ]. Since gR is always geometric,
Iz ¼ Ix þ Iy ¼ gR

zz—regardless of the choice of embedding. In con-
trast, the individual gxy tensor elements vary from one embedding
to the next; however, the two gxy eigenvalues are always equal to
the two planar moments, Ix and Iy.

For GR, there is more variability, since this tensor need not gen-
erally be geometric. Nevertheless, even for GR, it can be shown that
for all geometries and embeddings, the Gxy block is always geomet-
ric. Thus, Gxy ¼ g�1

xy and it takes the explicit form

Gxy ¼
mðx1þx2Þ2þMðx21þx22Þ
mð2mþMÞðx2y1�x1y2Þ2

mðx1þx2Þðy1þy2ÞþMðx1y1þx2y2Þ
mð2mþMÞðx2y1�x1y2Þ2

mðx1þx2Þðy1þy2ÞþMðx1y1þx2y2Þ
mð2mþMÞðx2y1�x1y2Þ2

mðy1þy2Þ2þMðy21þy22Þ
mð2mþMÞðx2y1�x1y2Þ2

0
B@

1
CA: ð26Þ

Consequently, the two planar rotational constants, Ax and Ay, are
always equal to the inverses of the smallest two moments of iner-
tia—i.e., Ax ¼ 1=Ix and Ay ¼ 1=Iy, where Ax and Ay are the eigenvalues
of Gxy. Eq. (26) is completely general, across all geometries and
embeddings. Note, however, that for all C2v geometries and all sym-
8

metric embeddings, the off-diagonal GR
xy tensor element vanishes. In

this case, Ax ¼ 1=Ix ¼ GR
xx and Ay ¼ 1=Iy ¼ GR

yy.
Since GR is in general not geometric, the only place where the

non-geometric character can manifest is in the third rotational
constant, Az ¼ GR

zz. Thus, in general, Az – 1=Iz, so GR
zz – 1=gR

zz. The
difference between these two quantities—i.e., the ‘‘CC correction”,
ðGR

zz � 1=gR
zzÞ—arises solely due to non-zero CC. Indeed, based on

Eq. (24), it can be shown that in general only the z component of
the CC—i.e., the GVR

iz tensor elements—are non-zero. Note also that
Az need not in general be the smallest rotational constant, though
certainly it is smallest in the geometric case.

Given its close relation to gVR, it is reasonable to consider the
magnitude of the CC correction quantity ðGR

zz � 1=gR
zzÞ as a quantita-

tivemeasure of the relativemagnitude of the Coriolis coupling. This
choice is particularly useful in that it is a (vibrational) coordinate-
independent metric. Earlier authors simply examined the GVR tensor
elements themselves as a direct measure of the extent of CC
[43,44]. However, this procedure is far from ideal, as the tensor ele-
ment values depend on the choice of vibrational coordinates, which
in reality has no impact whatsoever on the CC—and therefore, no
impact (in principle) on an exact or CFA calculation.

What is needed is a coordinate-independent measure for the
magnitude of the CC—i.e., one that provides the same result, no
matter what coordinates are used. Likewise, this metric should
be invariant with respect to a global rotation of the body-fixed
axes, ðx; y; zÞ, since such a rotation changes nothing fundamental
about the embedding. In Ref. [45], we have proposed the quantity
kGR � g�1

R kF (FNGR)—i.e., the Frobenius norm of the difference
between the rotational and inverse moment-of-inertia tensors—
as a suitable metric. For the special case of triatomic molecules that
lie in the ðx; yÞ plane, this quantity becomes just jGR

zz � 1=gR
zzj, as

should be clear from the arguments given above. Note that FNGR
is always positive or zero, vanishing only when GVR (or gVR) vanish.
Thus, the smaller the value of FNGR for a given geometry and
embedding, the smaller the CC, and consequently the better the
embedding is expected to perform in a CFA calculation—at least
for rovibrational states that have significant probability at the
given geometry. More generally, by comparing FNGR norm values
for different embeddings across a range of relevant geometries, one
can gain a sense of which embedding should perform best overall.

3.3. G expressions for specific embeddings

3.3.1. Linear embeddings
For the three linear embeddings, EE, VBE, and RBE, it is conve-

nient to replace the asymmetric displacement parameter D with
l ¼ D cos �. Then, Eq. (13) becomes

D r!1 ¼ ð�Dxþ l;Dy� l tan �;0Þ
D r!2 ¼ ðDxþ l;Dyþ l tan �;0Þ
D r!A ¼ � 2m

M

� �
l;� 2m

M

� �
Dy;0

� �
:

ð27Þ

Likewise, from Eqs. (34) and (26) we obtain

GR ¼

l2þ M=ð2mþMÞð Þðx0þDxÞ2

2m l2 tan ��ðx0þDxÞðy0þDyÞ½ �2
l ðy0þDyÞþ M=ð2mþMÞð Þðx0þDxÞ tan �½ �

2m l2 tan ��ðx0þDxÞðy0þDyÞ½ �2 0

l ðy0þDyÞþ M=ð2mþMÞð Þðx0þDxÞ tan �½ �
2m l2 tan ��ðx0þDxÞðy0þDyÞ½ �2

M=ð2mþMÞð Þl2 tan2 �þðy0þDyÞ2

2m l2 tan ��ðx0þDxÞðy0þDyÞ½ �2 0

0 0 1þ M=ð2mþMÞð Þ tan2 �
2m ðx0þDxÞþðy0þDyÞ tan �½ �2

0
BBBBB@

1
CCCCCA:

ð28Þ
Note that GR

xy ¼ 0 for all C2v geometries (i.e., for l ¼ 0), as predicted.

Furthermore, the three diagonal elements, GR
xx;G

R
yy, and GR

zz, are in
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general embedding- (i.e., �)-dependent, except when l ¼ 0, in
which case GR

xx ¼ Ax and GR
yy ¼ Ay. However, even for C2v geometries,

GR
zz depends on the embedding.
Equation (28) applies to all linear embeddings; specific forms

may be obtained by substituting tan � via Eq. (12), (14), or (15),
as appropriate—or indeed, any other form. Note that RBE turns
out to be a very special choice, in that GR

zz ¼ Az ¼ 1=Iz when
l ¼ 0, so that GR is geometric. Thus, RBE is the only linear embedding
for which all CC vanishes, for all C2v geometries. Specifically, we have
for the l ¼ 0 RBE case,

GR ¼

M
2mð2mþMÞðy0þDyÞ2 0 0

0 1
2mðx0þDxÞ2 0

0 0 M
2m Mðx0þDxÞ2þð2mþMÞðy0þDyÞ2½ �

0
BBB@

1
CCCA: ð29Þ

For EE, CC in general vanishes only at a single point, at the reference
geometry. More generally, ‘‘flexible” embeddings can be contrived
for which CC vanishes along a 1D curve of geometries [55]. Here,
in the special case of AB2 molecules, however, we find that RBE
results in GVR ¼ 0 over the entire 2D space of pure symmetric dis-
placements, ðDx;DyÞ.

In contrast, VBE is not geometric even at the reference geometry
itself. Even here, then, the CC does not vanish, and GR

zz – 1=Iz. In
fact, we find

GR
zz ¼

M
2m

� �
M3x20 þ ð2mþMÞ3y20
M2x20 þ ð2mþMÞ2y20
h i2 ; ð30Þ

for the VBE at the reference geometry, which is not consistent with
Eq. (29).

3.3.2. Jacobi and Radau bond embeddings
All of the remaining embeddings considered here, both sym-

metric and asymmetric ones, are Jacobi or Radau bond embed-
dings, for which a single Jacobi/Radau vector is used to define
the body-fixed frame (recall that aJrE is equivalent to VBE). More
generally, these embeddings are just special cases of a one-
parameter family of coordinate systems, related to one another
by what are called ‘‘democracy transformations” [59]. For each
such coordinate system, there are two vectors, either of which
can be used to define an embedding, in analogy with what is done
with Jacobi and Radau vectors. The lengths of the two vectors,
together with the angle between them, c, can also serve as a con-
venient choice of vibrational coordinates. However, it must be
reemphasized that none of the properties of specific embeddings,
as discussed here and in Section 3.3.1, depends on the choice of
the vibrational coordinates.

For the sJrE embedding, the explicit GR tensor elements are

GR ¼ M
2m

� � cot2c
Mðx0þDxÞ2 þ

csc2c
ð2mþMÞðy0þDyÞ2

� cotc
Mðx0þDxÞ2

0

� cotc
Mðx0þDxÞ2

1
Mðx0þDxÞ2 0

0 0 1
Mðx0þDxÞ2

0
BBB@

1
CCCA: ð31Þ

Note that for all C2v geometries GR
xy ¼ 0, implying that

GR
xx ¼ Ax ¼ 1=Ix and GR

yy ¼ Ay ¼ 1=Iy. Note further that for all geome-

tries GR
zz ¼ GR

yy, with these quantities being independent of both Dy
and c. In fact, they are equal to Ay for the corresponding C2v starting
geometry (corresponding to setting c ¼ p=2).

For the sJRE embedding, we have a very similar situation:
9

GR ¼ M
2m

� � 1
ð2mþMÞðy0þDyÞ2 � cotc

ð2mþMÞðy0þDyÞ2 0

� cotc
ð2mþMÞðy0þDyÞ2

csc2c
Mðx0þDxÞ2

þ cot2c
ð2mþMÞðy0þDyÞ2 0

0 0 1
ð2mþMÞðy0þDyÞ2

0
BBB@

1
CCCA:

ð32Þ

Perhaps not surprisingly, Eq. (32) is like Eq. (31), but with the roles
of x and y reversed. In particular, now GR

zz ¼ GR
xx. Again, these

quantities are independent of c (as well as Dx), and are equal to
Ax for the corresponding C2v starting geometry, since once again,
GR

xy ¼ 0 for all C2v geometries.
The above-mentioned characteristics are not only true for sJrE

and sJRE. It can be shown that for any Jacobi, Radau, or
democracy-transformed bond embeddings defined above, and for
all geometries, two out of the three diagonal tensor elements of
GR are identical. This follows from the fact that the rovibrational
kinetic energy T is orthogonal (i.e., there are no cross terms) when
expressed in terms of the Cartesian components of the two coordi-
nate vectors. Though true in general, here we focus mainly on AB2

molecules, and the symmetric Jacobi embeddings.
For C2v geometries (or all geometries, if GR

xy is ignored), the
equivalence of two out of three rotational constants implies that
the rotational kinetic energy has the form of a symmetric rigid rotor.
This is true, despite the fact that planar molecules do not have any
symmetric rigid-rotor geometries (i.e., those for which Iz ¼ Ix or
Iz ¼ Iy, as opposed to ‘‘symmetric” in the C2v sense) because

Iz ¼ Ix þ Iy. Put another way, the geometric value of Az ¼ GR
zz [i.e.,

1=ðIx þ IyÞ] is less than both Ax and Ay—and thus also less than

either GR
xx and GR

yy.
The above arguments also extend to non-C2v geometries,

because the values of GR
xx and GR

yy are both larger than the lesser
value of Ax and Ay. Thus, once again, the geometric value of Az must

be less than the actual value of Az (which equals either GR
xx or G

R
yy).

Thus, the GR tensor is never geometric, which immediately implies
that CC is never zero in a Jacobi or Radau bond embedding. More
specifically, the difference between the actual and the geometric
Az ¼ GR

zz values must therefore be positive, and sufficiently large

as to transform Az from the geometric value up to either GR
xx or G

R
yy.

All of this implies that if the most relevant molecular geome-
tries are not especially symmetric-rotor-like to begin with—or if
they correspond to an oblate symmetric rotor (Ix � Iy)—then the
CC will be significant. If the geometries are close to a prolate
symmetric rotor, then the CC could be quite small if GR

zz equals
the smaller of the other two diagonal elements; otherwise, it
will be rather large. For the primary AB2 system considered
here—i.e., H2

16O—the reference geometry is only approximately
prolate symmetric rotor, with GR

xx ¼ 1=Ix ¼ 54:80 cm�1,

GR
yy ¼ 1=Iy ¼ 29:18 cm�1 and 1=Iz ¼ 19:04 cm�1. We therefore

expect CC to be substantially larger for sJRE than for sJrE.
Now, we briefly consider the Radau and asymmetric Jacobi

embeddings (including valence AB). Note that the body-fixed axes
[i.e., ðx̂0; ŷ0Þ from Section 2.5] are no longer aligned with the princi-
pal axes for the reference geometry. Accordingly, GR

xx and GR
yy (tech-

nically GR
x0x0 and GR

y0y0 , but we drop the primes for convenience) take
on less extremal values than for the symmetric Jacobi embed-
dings—although it is still true that GR

xx þ GR
yy ¼ Ax þ Ay. In any case,

for all asymmetric embeddings of this kind, we expect GVR to lie
‘‘intermediate” in magnitude between the two symmetric Jacobi
embeddings.
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On the other hand, for any Jacobi or Radau bond embedding,
we expect CC to be larger in general than for the three linear
embeddings. There are two reasons for this. First, for all Jacobi
and Radau embeddings, the rotational kinetic energy is forced
to adopt a symmetric rotor form for C2v geometries—even
though the true geometries are never of this form. The linear
embeddings have no such symmetric-rotor constraint. Second,
for at least two linear embeddings, there are relevant geome-
tries for which GVR ¼ 0.

4. Quantum Hamiltonian and its approximations

4.1. Overview

Having determined the form of the classical rovibrational
kinetic energy, T, through specification of the G tensor for various
embeddings, the next step is to construct the corresponding quan-
tum Hamiltonian. To this end, the rovibrational coordinates
q̂ ¼ ðq̂1; q̂2; . . . ; /̂; ĥ; v̂Þ and the conjugate momenta

p̂ ¼ ðp̂1; p̂2; . . . ; Ĵx; Ĵy; ĴzÞ become operators. Since not all of these
operators commute, the operator ordering matters, and must thus
be dealt with. For our purposes, for which only the GR and GVR con-
tributions to the quantum rovibrational KEO are considered explic-
itly, the operator ordering implied by the form of Eq. (21) is in fact
correct as is. In particular, since the G tensor elements depend only

on the vibrational coordinates q̂i, these commute with the Ĵa com-

ponents, as do their conjugate vibrational momenta, p̂i. Also, the Ĵa
do not commute with each other. As a consequence, all non-

commuting GR and GVR contributions to T̂ depend only linearly

on p̂i or Ĵa—and are thus automatically properly symmetrized,
due to the fact that G is real symmetric [60].

If the exact rovibrational KEO T̂ is used, and the resulting rovi-
brational Hamiltonian is represented in some full-dimensional
basis set, then, in principle, all embeddings will give rise to the
same rovibrational eigenstates. In practice, the numerical conver-
gence in terms of basis size may depend somewhat on the choice
of embedding [61], but for the present purpose, we will, for sim-
plicity, assume comparable basis sizes across all embeddings. In
particular, the choice of vibrational basis set—like the choice of
vibrational coordinates—is independent of embedding, so may as
well be presumed to be the same for each. For the rotational space,
the usual Wigner rotation-function basis, jJKMi [30], can be used,
whose complete determination requires only the specification of
the body-fixed projection axis (for K), in addition to the embedding
itself.

Of course, the choice of embedding becomes much more rele-
vant when approximations are introduced. Similar to Ref. [45], we
consider a sequence of increasingly severe approximations, based
on particular embeddings. As a rule, as we progress from one
approximation to the next, the symmetry of the problem increases,
while the numerical cost and the accuracy decrease. We shall con-
sider all of these aspects for each of the embeddings introduced,
but only in the context of AB2 molecules.

The approximations are defined as follows. As discussed, the
Coriolis-free approximation (CFA) is obtained by ignoring the GVR

(or T̂VR) contribution to T̂ . The resultant approximate Hamiltonian
is then a sum of pure vibration and rotation contributions, with

T̂CFA ¼ T̂V þ T̂R. As discussed, however, separability is still not

achieved in practice, because T̂R depends parametrically on the
geometry—and hence on the vibrational coordinates. If, in addition
to discarding GVR, we also set GR

xy ¼ 0, then we are left with the di-
agonal GR approximation (DGRA). This additional approximation
introduces a new permutation symmetry into the Hamiltonian,
which serves as a nearly perfect ‘‘good” quantum number, suitable
10
for labeling the exact rovibrational states. Finally, the generalized
CS approximation (GCSA) is obtained by discarding all remaining
K coupling in the jJKMi representation, resulting in another good
quantum number, the rotational quantum number K. For decades,
the CS approximation has been widely used in the quantum
dynamics community [46–54] in the context of Jacobi and Radau
coordinate representations [59]. To the best of our knowledge,
we are the first to find a natural way to generalize the CS approx-
imation for arbitrary embeddings.

4.2. The Coriolis-free approximation (CFA)

4.2.1. Symmetry
For all embeddings, and all exact and approximate Hamiltoni-

ans considered here, the rotational quantum numbers J and M
are both rigorously good. The Hamiltonian matrix block-
diagonalizes with respect to these quantum numbers, with
ð2J þ 1Þ identical M blocks for each J value. Without loss of gener-
ality, going forward, we work with fixed J value and with M ¼ 0.
For each J value, the corresponding M ¼ 0 Hamiltonian matrix
block ~HJ itself adopts a ð2J þ 1Þ � ð2J þ 1Þ (sub) block structure,
with respect to the third rotational quantum number, K. As dis-
cussed, K is the (non-parity-adapted) projection along some
body-fixed axis, which need not be (and generally should not be)

ẑ. Accordingly, we use body-fixed axis labels ðâ; b̂; ĉÞ for purposes
of defining the jJKMi basis, with K associated with ĉ. Note that ~HJ

is at most block-pentadiagonal, meaning that the K–K 0 subblock,
~HJ
KK 0 , vanishes unless jK � K 0j 6 2. The jK � K 0j ¼ 2 subblocks arise

only from the Ĵ2a ; Ĵ
2
b , and ĴaĴb contributions to T̂R, whereas the

jK � K 0j ¼ 1 subblocks come from the ĴaĴc and Ĵb Ĵc T̂R contributions

to ~TR, as well as from T̂VR.
In addition to J and M, the overall parity, p ¼ �1, is also a rigor-

ously good quantum number. Through parity-symmetry adapta-
tion, it is possible to subdivide ~HJ into decoupled positive- and
negative-parity symmetry blocks, thereby effectively reducing
the basis size by a factor of two. In general, an n-fold reduction
of the basis gives rise to a computational savings of n2, because
the computational effort required for each symmetry-adapted
diagonal subblock is 1=n3 that of the original, but there are n such
diagonal subblocks in all.

For AB2 systems, the true Hamiltonian is also characterized by
permutation symmetry, e ¼ �1, associated with the B1–B2

exchange, which can lead to a further factor-of-two reduction,
i.e., n ¼ 4. However, it should be emphasized that permutation
symmetry is only respected by the symmetric embeddings. For
the asymmetric embeddings, it may not be possible to exploit this
symmetry for the exact Hamiltonian—and for the approximate
Hamiltonians it may not exist at all.

Next, we discuss the specific case of the CFA, obtained by setting

T̂VR or GVR to zero. In this particular case, applying the approxima-
tion does not lead to any additional symmetries, beyond those dis-
cussed above. Furthermore, the CFA is not ‘‘separable”, in the sense
of allowing the rotational and vibrational problems to be solved
separately. Consequently, there are no numerical simplifications
that can be applied, beyond those already discussed above. Never-
theless, in practice, CFA appears to lead to a significant reduction of
CPU cost, by a factor of 3 to 6, in comparison with the correspond-
ing exact calculation. Additionally, the CFA may well offer some
advantages for purposes of state labeling; however, this possibility
lies outside the purview of the present work.

4.2.2. Accuracy and simplicity
As the least severe of the approximations considered here, the

CFA is certainly expected to be the most accurate approximation.
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However, in practice, the performance exhibits a substantial
dependence on the embedding, as well as on the particular vibra-
tional parent state. Specific embeddings are discussed below.

In general, we expect the performance of the CFA to correlate
with the magnitude of the CC, as determined by FNGR,
kGR � g�1

R kF. This correlation is both embedding- and geometry-
dependent. However, we also expect VBE and EE to show similar
performance trends, given Eqs. (12) and (14), and the light-
heavy-light nature of H16

2 O (i.e., ð2m=MÞ � 0:125), resulting in �
values for the two embeddings that are not that dissimilar. As dis-
cussed, RBE lies ‘‘halfway” between the other two linear symmetric
embeddings [see Eq. (15)], and for H16

2 O it is expected to perform
similarly to the others.

In the Eckart frame, we know that kGR � g�1
R kF ¼ 0 for the refer-

ence geometry. If the reference geometry corresponds to the global
minimum of the PES (as in the specific case of H16

2 O considered
here), then we can expect the greatest accuracy for the pure rota-
tional states, corresponding to the vibrational ground state, (000).
However, the error might be expected to rise fairly rapidly with
increasing rovibrational excitation. Not only is kGR � g�1

R kF – 0 out-
side the reference geometry, the fact that the vibrational displace-
ment space is completely linear in the Eckart case suggests that for
large-amplitude motions this choice of embedding may not be the
best (i.e., FNGR may become substantial).

In contrast, the VBE choice is a bit more physically motivated,
even when the vibrational displacements are substantial. Chemical
intuition suggests that the vibrational dynamics are often well
described using the valence bond picture, and the B–A–B valence
bond angle bisector is certainly relevant given the identical B
atoms. That said, even at the reference geometry, kGR � g�1

R kF – 0
for the VBE. This suggests that VBE will be less accurate than EE
for the lowest-lying states, but may maintain its accuracy better
further up in the spectrum.

As to RBE, this choice is physically motivated, like VBE. More-
over, like EE, it has kGR � g�1

R kF ¼ 0 at the reference geometry. On
the other hand, the Radau bisector embedding also has a consider-
able advantage over the other two linear embeddings in that
kGR � g�1

R kF ¼ 0 for a two-dimensional subspace (all symmetric
C2v geometries), not just at a single point. We therefore expect
RBE to perform the best among the linear embeddings.

For a fair comparison, however, we must point out that, in
fact, EE turns out to have kGR � g�1

R kF ¼ 0 over a full one-
dimensional subspace in the specific case of AB2 systems
(Section 5.2.1). This can be determined from Eqs. (22)–(24) of
the operator derived in Ref. [44], although it was not stated in
that paper explicitly. In any event, this has especially interesting
repercussions when we consider the flexible or ‘‘post” Eckart
embeddings (FEEs). Introduced by Sayvetz [55], these embeddings
are actually designed to provide zero CC over a one-dimensional
path extending from the EE reference geometry. The approach
enables one to choose the 1D subspace arbitrarily, with different
choices leading to different embeddings. In the AB2 case, we have
chosen the 1D path to correspond to varying the bend coordinate,
while keeping the stretch coordinates fixed. This gives rise to two
different 1D paths, depending on whether valence or Radau coor-
dinates are used. Both the valence and Radau FEEs should per-
form better than EE, but it remains to be seen which of the two
is better and how they compare with RBE. We take this question
up again in Section 5.2.1.

With regard to all Jacobi and Radau bond embeddings—both
symmetric and asymmetric—we must recall that two out of three
diagonal tensor elements of GR are always identical. For AB2 mole-
cules and C2v geometries, this corresponds to symmetric-top-rotor
constants. Yet, in reality, there are no planar molecular geometries
11
that correspond to symmetric rotors, and even the C2v reference
geometry for H2

16O is only a ‘‘somewhat prolate symmetric top”.
This implies FNGR values that are at least comparable to the
rotational-constant-spacing itself—i.e., on the order of 5–40 cm�1

for the systems studied here, which should be much larger than
that of any of the linear symmetric embeddings. Moreover, FNGR
should never be zero, not even at the reference geometry. Further-
more, the vibrational spaces are all linear, and not tied to any
specific geometries, so we expect slowly-varying performance
across a broad v and J range.

As an additional prediction, we may expect the two asymmetric
Jacobi bond embeddings to always yield similar FNGR values, with
those of sJRE and sJrE being always significantly larger or smaller,
respectively. This can be explained by the fact the ðx̂0; ŷ0Þ axes are
generally far from the principal axes and effectively ‘‘randomly”
oriented, so that the diagonal tensor elements GR

xx and GR
yy are far

from extremal, and on average each equal to ðAx þ AyÞ=2. On the
other hand, the symmetric Jacobi embeddings are characterized
by GR

xx � Ax and GR
yy � Ay—i.e., the extremal values—across a range

of relevant geometries, including the C2v reference geometry. As
per Section 3.3.2, we therefore expect symmetric Jacobi r to per-
form the best, and symmetric Jacobi R the worst, of all of the Jacobi
and Radau bond embeddings.
4.3. The diagonal GR approximation (DGRA)

4.3.1. Overview
The next rung in our approximation hierarchy is the diagonal GR

approximation. Formally, DGRA can be defined via the additional
removal of all cross terms from the rotational KEO—although in
the present context, this amounts to simply setting GR

xy ¼ 0. This
results in a diagonal GR tensor—although the quantum–mechanical
matrix representations do not themselves become diagonal (ex-
cept for the parity-adapted J ¼ 1 representation, as in Eq. (35) of
Appendix B). Prior to parity adaptation, the approximate ~HJ matrix
remains pentadiagonal, with the non-zero jK � K 0j ¼ 2 blocks still

coming from the Ĵ2a and Ĵ2b contributions. On the other hand, the
first off-block diagonal (comprising the jK � K 0j ¼ 1 blocks) does
vanish.

For the asymmetric embeddings, GR
xy can be quite large, as dis-

cussed. However, for all of the symmetric embeddings, GR
xy ¼ 0

for all C2v geometries, including the reference geometry. Only for
large asymmetric displacements do we expect GR

xy to become sub-
stantial; accordingly, only for excited asymmetric stretch states do
we expect to see a large difference from the CFA, at least for the
symmetric embeddings.

In reality, the computed DGRA energy levels turn out to be ex-
tremely close to the CFA levels of symmetric embeddings—much
more so than might be expected. The reasons for this are explained
in Appendix C. In any event, what this means from a practical
standpoint is that for symmetric embeddings there is no reason
not to use DGRA, if one has already committed to discarding the
CC. In comparison with CFA, the additional drawbacks of DGRA
are negligible, but the numerical advantages are quite significant.
4.3.2. Symmetry
DGRA also introduces a new symmetry that can be very useful

in practice. Not surprisingly, given the discussion of symmetric
embeddings above, this has to do with permutation symmetry.
Unlike parity, which affects only the rotational states and not the
vibrational states (for triatomic systems, at any rate), permutation
affects rotation and vibration simultaneously. In the vibrational
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space, permutation changes the sign of the asymmetric stretch dis-
placement [e.g., D in Eq. (13)], without affecting the symmetric dis-
placements. In the rotational space, the even-�K basis functions are
already adapted for one permutation symmetry, e, and the odd-�K
basis functions for the other e (where �K is the parity-adapted ver-
sion of the K basis set, e.g., �K ¼ 1þ;0þ;1�
 �

for J ¼ 1).

Consider a parity-adapted matrix representation of T̂R, as in Eq.
(35). Note that the GR

xy block couples even- and odd-�K blocks
together. Based on the above discussion, this off-diagonal block
therefore violates invariance under permutation of the pure
rotational space—in fact, under such a permutation, ~TJ¼1

R does not

remain invariant, but is transformed to ~TJ¼1	
R , where ⁄ denotes com-

plex conjugation. However, that is fine, because when applied in
conjunction with vibrational permutation, the GR

xy contribution
undergoes a sign change [see, e.g., Eq. (28)] that exactly cancels
the effect of the rotational permutation. In other words, vibrational
permutation symmetry, evib, and rotational permutation symmetry,
erot, are not in and of themselves good quantum numbers, only the
total permutation symmetry—i.e., their product, e ¼ erotevib—is rig-
orously conserved.

In practice, this situation can lead to some complications—at
the least, one must address permutation symmetry for both rota-
tion and vibration together, as discussed. The situation greatly sim-
plifies in the DGRA, however, because the troublesome GR

xy

contribution vanishes altogether. This means that both erot and
evib, individually, become good quantum numbers. As a practical
benefit, this additional symmetry allows the basis size to be
reduced by an additional factor of two, resulting in n ¼ 8. Further-
more, because DGRA is so closely related to CFA—which in turn
does an excellent job of modeling the exact Hamiltonian, at least
for the linear symmetric embeddings—this suggests that evib and
erot are both nearly good quantum numbers, that could serve as
useful state labels. In fact, this provides a good theoretical justifica-
tion for the common practice of associating the even-v3 vibrational
quantum states of AB2 molecules with even permutation symme-
try, and odd-v3 states with odd permutation symmetry through
the use of the expression ð�1Þv3 . In fact, such labels correspond
to evib, rather than to e itself.
4.3.3. Results

Numerical results for the DGRA, as applied to the H16
2 O system,

together with a discussion of key trends, may be found in Sec. II,
and in Tables S18 and S19 of the supplementary material. Here,
we simply comment that for symmetric embeddings, CFA and
DGRA yield eigenvalues that are extremely close—e.g., with differ-
ences no larger than 0.01 cm�1, across the full range of v values
considered. This is remarkable, considering that the magnitude of
the discarded GR

xy term can itself be up to 30 cm�1. The theoretical
explanation underlying this rather mysterious effect is presented
in Appendix C.
4.4. The generalized CS approximation (GCSA)

4.4.1. Symmetry
The centrifugal sudden approximation was introduced—or at

least applied—within the chemical physics community as a means
of drastically reducing the computational cost associated with rovi-
brational state calculations, especially for large J values. Note that
historically, the technique has been applied only when Jacobi or
Radau coordinates are used. Here, however, we present a general-
ized CS approximation (GCSA) applicable to any embedding and
vibrational coordinate system.
12
The idea behind GCSA is very simple: for a rovibrational Hamil-
tonian ~HJ , as expressed in the jJKMi rotational basis, set all off-

diagonal K blocks—i.e., JK 0MjĤjJKM
D E

with K – K 0—to zero. The dis-

carded blocks, representing coupling across different K values, are
often loosely referred to as ‘‘Coriolis coupling”, although this is def-
initely not just ~TVR. In addition, parts of ~TR are also included, that
depend on both the embedding and the particular body-fixed axis
along which K is projected.

The principal advantage of GCSA is that K becomes a good quan-
tum number—thus, increasing the symmetry of the Hamiltonian.
This means that the individual K ¼ K 0 diagonal blocks can be diag-
onalized separately. The problem size thus reduces by a factor of
n ¼ ð2J þ 1Þ. For J > 3, this provides a greater computational reduc-
tion for GCSA than for DGRA. Actually, there is some modest sav-
ings for J ¼ 3 and J ¼ 2 as well, for which not all of the n ¼ 8
irreps are realized in the DGRA.

In every case—i.e., for all J and every embedding—GCSA is at
least as crude as DGRA, because it is equivalent to starting with
the latter and (possibly) discarding additional contributions. This
is true because of the fact that erot is a good quantum number for
DGRA, so that each ~HJ block-diagonalizes by p and erot—and
because each K block also has well-defined p and erot values.

4.4.2. Jacobi and Radau bond embeddings
As discussed, GCSA depends not only on the embedding, but

also on the choice of the body-fixed projection axis, ĉ. For planar
molecules better results are obtained when â ¼ ẑ (Appendix B),
which would preclude the choice ĉ ¼ ẑ. In principle, any planar axis
will do for ĉ—i.e., it needs not necessarily align with x̂ nor with ŷ
(nor with the primed axes, in the case of asymmetric embeddings).

That said, however, for all Jacobi and Radau bond embeddings,
there is one very natural choice for ĉ. Consider that for all geome-
tries all such embeddings give rise to one planar body-fixed axis for
which GR

aa ¼ GR
zz, and another for which the diagonal tensor ele-

ment is different from GR
zz. Clearly, ĉ should be chosen to align with

the latter planar axis, for then we have Aa ¼ Ab – Ac in the DGRA,
which describes a symmetric rotor.

Put another way, consider that for any Jacobi or Radau bond
embedding, the ~HJ matrix representation (prior to symmetry adap-
tation) is block-tridiagonal, rather than block-pentadiagonal. This is

because the block-pentadiagonal contributions only come from Ĵ2a
and Ĵ2b , and these contributions cancel when GR

aa ¼ GR
bb—as is the

case when the projection axis ĉ is chosen as described above. So
~HJ is block-tridiagonal. Furthermore, the off-diagonal (i.e.,
K 0 ¼ K � 1) blocks arise solely from the Coriolis and GR

xy contribu-
tions. As a consequence, DGRA is equivalent to GCSA for all Jacobi
and Radau bond embeddings.

In other words, for all such embeddings, DGRA is block-diagonal
in K to begin with, and so GCSA is no different or worse—as has
been confirmed numerically, as well as theoretically. This is quite
striking when we consider that for symmetric Jacobi bond embed-
dings, DGRA itself is practically as good as CFA. Thus, all three
approximations are essentially equal in this case, and so there is
no reason why GCSA—with its many computational advantages—
should not be used in practice, if an approximate calculation with sym-
metric Jacobi coordinates is desired. Indeed, this has been the custom
for some time. In Appendix D, we provide an explicit expression for
each ~HJK block of the GCSA, as represented in a Jacobi or Radau
bond embedding.

4.4.3. Linear symmetric embeddings
What is not so clear yet is whether or not GCSA in the symmet-

ric Jacobi embeddings outperforms GCSA in the linear symmetric
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embeddings. To be sure, at the CFA and DGRA levels of approxima-
tion, the linear symmetric embeddings are far superior. However,
dropping down to the GCSA level takes nothing further away in
the symmetric Jacobi case, whereas in the linear symmetric case
this must clearly make things far worse. The reason is that GR

aa need

not be similar to GR
bb, so the discarded block-pentadiagonal contri-

bution can be quite large. To our knowledge, this issue has never
previously been considered, because GCSA has in the past only
been applied to Jacobi and Radau bond embeddings, for which
there are no block-pentadiagonal contributions—hence our use of
the terminology ‘‘generalized CS.”

The GCSA comparisons are relevant for the spectroscopy and
dynamics communities because it is this approximation that will
most likely be used in practice, owing to the fact that it provides
the most substantial computational savings. For the largest,
J ¼ 10 value considered in this paper (which is still quite modest
[62]), the n ¼ ð2J þ 1Þ reduction in basis size gives rise to a 441-
fold reduction in computational effort. On the other hand, the com-
parative analysis for GCSA is rather involved and complicated. Con-
sequently, since the main focus of this article is CFA, an extended
comparative discussion of GCSA performance is reserved for the
supplementary material, see its Sec. III and Tables S20–S23. Here,
we simply comment that the best linear symmetric embedding
GCSA outperforms the best Jacobi/Radau bond GCSA by about a
factor of 2, in the sense of smaller rovibrational energy level errors.

5. CFA results across a range of molecular systems

In this section, we provide a comprehensive comparison of the
performance of CFA, across a range of embeddings and for a variety
of molecular systems, that serve as important benchmarks for the
high-resolution spectroscopic community. The studied systems
include: water (H2

16O), a triatomic AB2 molecule, already investi-
gated to some extent in our previous paper; [45] the fully deuter-
ated form of water, D2

16O; the asymmetrically deuterated
isotopologue of water (HD16O), a triatomic ABC molecule; two
inherently-different A3 molecules, trihydrogen cation (Hþ

3 ) and
ozone (16O3); and ammonia (14NH3), a tetratomic molecule exhibit-
ing a large-amplitude motion.

5.1. Overview and computational details

The rovibrational energy levels of the systems studied were
computed using the GENIUSH protocol and code [12,15,16,63,64]
across a wide range of embeddings and rotational and vibrational
excitations. In GENIUSH, switching between different vibrational
coordinates and coordinate embeddings is straightforward. In con-
junction with the GENIUSH KEO, the following potential energy
surfaces (PESs) were utilized for the particular systems: the BT2
PES [56] for H2

16O and its deuterated isotopologues; the GLH3P
PES of Pavanello et al. [65] for Hþ

3 ; the DLLJG PES [66] for 16O3;
and the PES of Yurchenko et al. [67] for 14NH3. In what follows,
we focus mostly on J ¼ 1 and in some cases also J ¼ 5 rotational
excitations, in conjunction with the lowest few vibrational parent
states.

For each system, both exact and CFA calculations of the rovibra-
tional levels were performed. Note that the GENIUSH code is also
very convenient for obtaining GR and GVR tensor elements, and
was therefore used to generate the tensor data provided in this sec-
tion and in Section 4.2 (the vibrational coordinates actually used
by GENIUSH are not those of Section 2.2) For each molecule stud-
ied, tensor data is provided for a range of geometries, which always
include the equilibrium structure (re) as the ‘‘reference” geometry,
together with a set of distortions in different directions in the
vibrational space.
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Note that all triatomic systems but one considered here have
‘‘at least” C2v (if not D3h) point-group symmetry for their reference
structure. Accordingly, for these systems, we can refer to any
geometry in terms of the relative displacements from the reference
geometry in the bend, symmetric stretch, and/or asymmetric
stretch coordinates. The symmetric stretch and bend coordinates
lead to ‘‘symmetrically distorted” C2v geometries, the asymmetric
stretch results in Cs structures. Any geometry is then given as a
set of relative displacements from the reference, expressed as per-
centages. As to the only exception, HD16O, which has an equilib-
rium structure of Cs point-group symmetry, we used the exact
same geometries as for H2

16O (see Table S1 and S12). Using valence
coordinates, the vibrational coordinate values are the same as for
H2

16O at the different geometries due to the mass independence,
while for Radau coordinates, they are different. To label the
HD16O geometries we used the symmetry labels of H2

16O.
For the triatomic molecules, numerical values for all non-zero

GR and GVR tensor elements are provided for each geometry and
embedding, as are FNGR norm values, in units of cm�1. For the tet-
ratomic ammonia molecule, partly due to their significantly larger
number, GR and GVR tensor elements are not detailed; only the
FNGR norm values are presented.

5.2. H2
16O

5.2.1. GR and GVR tensor elements
For H2

16O, the GR and GVR tensor elements have already been
analyzed in some detail in our earlier paper [45] for the three linear
embeddings, EE, VBE, and RBE. Whereas in principle any vibra-
tional coordinate system can be used for any embedding, it is nat-
ural to use valence coordinates for VBE and Radau for RBE. For EE,
we have sometimes used both coordinates, mainly to demonstrate
explicitly the coordinate-(in) dependent properties. In any event,
in this paper we extend the range of geometries considered previ-
ously, and also extend the analysis to new embeddings not studied
in our previous paper [45].

Focusing first on extending the range of geometries, in Table 2
explicit GVR and GR tensor elements are provided for the selected
three linear embeddings at eight different geometries (see also
Table S1), including more extensive (1:3re) symmetric and asym-
metric stretching excitations than in our earlier paper [45] (for
an expanded version of Table 2 with more geometries, see
Table S2 and S3). Looking at the C2v geometries of Table 2, we find
that all of the FNGR norms of RBE are zero. This implies zero CC
across the entire two-dimensional space of symmetric distortions
(i.e., arbitrary bend and symmetric stretch displacements). This
remarkable situation was first explained and described in our ear-
lier paper [45], leading to the conclusion that RBE is the ‘‘best”
choice of embedding. In contrast, the VBE norms are nonzero
everywhere, even at the reference geometry; however, they are
still quite small, around 0.03 cm�1, across all C2v geometries. In
contrast, the EE norms increase rapidly from 0.1 to 1.1 cm�1 upon
increasing the bending distortion from 1:1he to 1:3he (see Table S2),
although over the entire one-dimensional, pure symmetric stretch-
ing distortion space, the EE norm remains zero (see Table 2).

As for the FEEs, we argued in Section 4.2.2 that these should
perform better than EE; but which of the two FEEs is better, and
how do they compare with RBE? The interesting result, evident
from Table 2, is that two of the three embeddings, RBE, and Radau
FEE (RFEE), are identical, while the valence FEE (VFEE) is very close
to the other two. One can understand this as follows, based on the
fact that EE already has an intrinsic 1D zero-CC subspace, in the
symmetric stretch direction (see row 9 of Table 2). Adding an addi-
tional direction along which CC is designed to be zero, in the bend
direction, thus extends the zero-CC subspace to the full 2D space of
symmetric displacements. Note that in this context, it does not
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matter whether the valence or the Radau bend coordinate is what
is added; either way, one obtains zero CC for all C2v geometries—
which is also what we have for RBE. Evidence to support this claim
is provided in Table 2: all GR and GVR tensor elements are the same
for all three embeddings, across all C2v geometries.

The equivalence of RBE and RFEE also extends to the Cs geome-
tries (see Table 2), for which the FNGR norms are no longer zero.
The FNGR norm of the VFEE, although looks the same as RFEE to
the provided digits for smaller asymmetric stretch distortions, is
slightly above that of RFEE for larger asymmetric stretch distor-
tions. The difference between the RFEE and VFEE norms actually
increase from 3–7�10�4 cm�1 to 0.03–0.07 cm�1, when 1:1re is
increased to 1:3re for Cs geometries. From this, it is very clear that
VFEE and RFEE are not equivalent.

More generally, two different effects associated with asymmet-
ric stretch displacements can be ascertained from the Cs data
(treating the FEEs as equivalent to RBE in the discussion below).
First, pure asymmetric stretching adversely affects RBE much more
than EE—e.g., a 1:1re distortion results in FNGR of 0.7 and 0.2 cm�1,
respectively. This is intriguing, because it implies that the Sayvetz
optimization in one direction essentially comes at a cost in
another. On the other hand, moving away from the equilibrium
Table 2
Numerical values of the GR and GVR tensor elements of H2

16O for the linear and flexible em
geometry, as well as several symmetrically and asymmetrically distorted geometries. The
and y % distortion in bending. FNGR is the Frobenius norm (kGR � g�1

R kF) of the ðGR � g�1
R Þ

GR

Embedding Symmetry Gxx Gxy

Eckart C2v (Ref.) 54.80 0 29
Radau flx. Eckart C2v (Ref.) 54.80 0 29
valence bisector C2v (Ref.) 54.80 0 29
Radau bisector C2v (Ref.) 54.80 0 29

Eckart C2v (10, 30) 120.19 0 17
Radau flx. Eckart C2v (10, 30) 120.19 0 17
valence bisector C2v (10, 30) 120.19 0 17
Radau bisector C2v (10, 30) 120.19 0 17

Eckart C2v (30, 0) 32.43 0 17
Radau flx. Eckart C2v (30, 0) 32.43 0 17
valence bisector C2v (30, 0) 32.43 0 17
Radau bisector C2v (30, 0) 32.43 0 17

(valence) Eckart C2v (30, 30) 86.05 0 12
(Radau) Eckart C2v (30, 30) 86.05 0 12
valence flx. Eckart C2v (30, 30) 86.05 0 12
Radau flx. Eckart C2v (30, 30) 86.05 0 12
valence bisector C2v (30, 30) 86.05 0 12
Radau bisector C2v (30, 30) 86.05 0 12

Eckart Cs (10, 0) 56.50 �8.03 30
valence flx. Eckart Cs (10, 0) 56.50 �8.03 30
Radau flx. Eckart Cs (10, 0) 56.50 �8.02 30
valence bisector Cs (10, 0) 56.41 �8.17 30
Radau bisector Cs (10, 0) 56.50 �8.02 30

Eckart Cs (10, 50) 518.14 �41.10 22
valence flx. Eckart Cs (10, 50) 520.81 �18.94 19
Radau flx. Eckart Cs (10, 50) 520.81 �18.93 19
valence bisector Cs (10, 50) 520.73 �20.05 19
Radau bisector Cs (10, 50) 520.81 �18.93 19

Eckart Cs (30, 0) 72.44 �28.45 37
valence flx. Eckart Cs (30, 0) 72.44 �28.45 37
Radau flx. Eckart Cs (30, 0) 72.54 �28.40 37
valence bisector Cs (30, 0) 71.47 �29.02 38
Radau bisector Cs (30, 0) 72.54 �28.40 37

(valence) Eckart Cs (30, 50) 631.94 �148.02 53
(Radau) Eckart Cs (30, 50) 631.94 �148.02 53
valence flx. Eckart Cs (30, 50) 660.63 �66.96 24
Radau flx. Eckart Cs (30, 50) 660.71 �66.59 24
valence bisector Cs (30, 50) 659.71 �71.19 25
Radau bisector Cs (30, 50) 660.71 �66.59 24
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geometry in a second direction, by distorting the bend up to 1:5he
increases the EE normmore than 20 times, up to 4.2 cm�1, whereas
the RBE norm actually decreases slightly. This suggests that RBE
should be much better suited to describe highly excited combina-
tion bands. Note that the VBE’s FNGR norm values are only slightly
larger than those of RBE for all Cs geometries; but since they are
worse for symmetric displacements, this again suggests that RBE
should perform better.

To really assess which embedding should work best overall, we
have carried out a detailed statistical analysis over all 16 000
geometries that are actually used in the rovibrational computa-
tions carried out by the GENIUSH code. From this analysis we find
the following. First, for around 60% of the points, RBE has smaller
FNGR than EE. Second, the highest FNGR(RBE)/FNGR(EE) norm
ratio is only around 7 (at the highest asymmetric stretching distor-
tion with the reference he), while its inverse goes up to around
1000 at high bending distortion geometries (excluding the C2v

geometries, where the inverse ratio would be infinity). Overall,
RBE appears to be significantly better than EE, a numerical result
of considerable importance to the spectroscopic community, as
experimental investigation of highly excited states is becoming
more and more common.
beddings studied in this paper. Numbers, in cm�1, are provided for the C2v reference
C2v (x; y)/Cs (x; y) notations mean x % distortion in symmetric/asymmetric stretching
tensor.

FNGR GVR

Gyy Gzz G1z G2z G3z

.18 19.04 0 0 0 0

.18 19.04 0 0 0 0

.18 19.10 0.06 2.01 �2.01 0

.18 19.04 0 0 0 0

.56 16.45 1.13 8.22 �8.22 0

.56 15.32 0 0 0 0

.56 15.34 0.03 1.32 �1.32 0

.56 15.32 0 0 0 0

.27 11.27 0 0 0 0

.27 11.27 0 0 0 0

.27 11.30 0.04 1.55 �1.55 0

.27 11.27 0 0 0 0

.57 11.78 0.81 7.32 �7.32 0

.57 11.78 0.81 6.96 �6.96 0

.57 10.97 0 0 0 0

.57 10.97 0 0 0 0

.57 10.99 0.02 1.11 �1.11 0

.57 10.97 0 0 0 0

.01 19.04 0.18 0.02 �0.02 3.60

.01 19.60 0.74 0.41 0.37 7.52

.01 19.60 0.74 0 0 7.27

.11 19.69 0.83 2.24 �1.83 7.66

.01 19.60 0.74 0 0 7.27

.20 22.32 4.16 14.04 �16.98 1.02

.53 18.83 0.66 0.16 0.14 2.95

.53 18.83 0.66 0 0 2.64

.62 18.92 0.75 0.91 �0.75 3.12

.53 18.83 0.66 0 0 2.64

.83 19.04 1.52 0.13 �0.24 11.67

.83 24.85 7.34 1.42 1.03 26.67

.74 24.82 7.31 0 0 25.57

.81 25.21 7.70 2.88 �1.55 27.21

.74 24.82 7.31 0 0 25.57

.05 22.01 5.05 12.01 �20.37 3.76

.05 22.01 5.05 10.98 �19.70 3.20

.37 23.50 6.55 0.54 0.39 10.43

.29 23.43 6.47 0 0 9.11

.29 24.36 7.41 1.17 �0.63 11.09

.29 23.43 6.47 0 0 9.11
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The claims made above, pertaining to the equivalence of
embeddings, and also the vibrational-coordinate-invariance of GR

but not of GVR, have been confirmed by many explicit calculations,
and they are quite evident from the data of Table 2. For example, in
rows 13–14 and 34–35 we present explicit tensor elements in the
EE, computed using both valence and Radau coordinates, for a
‘‘least special” C2v and Cs geometry. The GR tensor elements (and
hence FNGR) are seen to be identical, but the GVR

iz are not. Hence-
forth, we drop ‘‘(valence)” or ‘‘(Radau)” from the embedding label,
if it is not relevant. Here, Table 2 reveals another interesting
feature, i.e., that for generic Cs geometries all three GVR

iz values are
nonzero in valence coordinates, but for Radau coordinates only
GVR

3z is non-zero, corresponding to the coupling of the bending
vibration and rotation along the z axis. This suggests that Radau
coordinates are more natural, helping to explain the equivalence
of the flexible Eckart embedding with RBE—which, in any event
is also evident from Table 2.

Extending the analysis to new embeddings not studied in our
previous paper [45], in Table 3 we list GR and GVR tensor elements
for an expanded set of H2

16O embeddings studied in this paper, but
for a restricted set of geometries—i.e., the reference geometry, plus
two selected distorted geometries, one with C2v and one with Cs

point-group symmetry. From Table 3 it is very clear that Jacobi
and Radau bond embeddings reflect exactly the predictions made
in Sections 3.3.2 and 4.2.2. The s- and a-Jacobi and the Radau bond
embedding errors are one to two orders of magnitude worse than
Table 3
Numerical values of the GR and GVR tensor elements of H2

16O for all of the embeddings st

GR

Coord. Embedding Symmetry Gxx Gxy

valence bisector C2v (Ref.) 54.80 0
valence r1 C2v (Ref.) 45.20 �12.40

Radau Eckart C2v (Ref.) 54.80 0
Radau bisector C2v (Ref.) 54.80 0
Radau r1 C2v (Ref.) 45.90 �12.20

s-Jacobi bisector C2v (Ref.) 41.99 12.81
s-Jacobi R C2v (Ref.) 54.80 0
s-Jacobi r C2v (Ref.) 54.80 0

a-Jacobi bisector C2v (Ref.) 54.78 �0.72
a-Jacobi R C2v (Ref.) 46.58 �11.96
a-Jacobi r C2v (Ref.) 45.20 �12.40

Val bisector C2v (10, 10) 58.72 0
valence r1 C2v (10, 10) 47.88 �17.01

Radau Eckart C2v (10, 10) 58.72 0
Radau bisector C2v (10, 10) 58.72 0
Radau r1 C2v (10, 10) 48.77 �16.56

s-Jacobi bisector C2v (10, 10) 39.96 18.76
s-Jacobi R C2v (10, 10) 58.72 0
s-Jacobi r C2v (10, 10) 58.72 0

a-Jacobi bisector C2v (10, 10) 58.70 �0.98
a-Jacobi R C2v (10, 10) 49.61 �16.09
a-Jacobi r C2v (10, 10) 47.88 �17.01

valence bisector Cs (10, 0) 56.41 �8.17
valence r1 Cs (10, 0) 54.47 �10.69

Radau Eckart Cs (10, 0) 56.50 �8.03
Radau bisector Cs (10, 0) 56.50 �8.02
Radau r1 Cs (10, 0) 54.95 �10.15

s-Jacobi bisector Cs (10, 0) 52.10 12.72
s-Jacobi R Cs (10, 0) 53.90 11.25
s-Jacobi r Cs (10, 0) 57.51 6.05

a-Jacobi bisector Cs (10, 0) 56.94 7.25
a-Jacobi R Cs (10, 0) 40.71 �15.27
a-Jacobi r Cs (10, 0) 54.47 �10.69
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those of the three linear embeddings, EE, VBE, and RBE. For the C2v

geometry, where the FNGR norm of RBE is zero, the value of the
FNGR norms for these embeddings fall in the range of 6–
43 cm�1. For the Cs geometry, where the FNGR norm of RBE is
0.74 cm�1, the FNGR norm values fall in the range of 10–
35 cm�1. Based on the norm values, the sJrE embedding seems to
be the best of the lot with FNGR norms of 5.6 and 10.2 cm�1 for
the distorted C2v and Cs structures, respectively. This makes intu-
itive sense, given that the coordinates respect the symmetry of
the molecule. However, the sJRE embedding seems to be the worst,
with FNGR norm values going up to 43.1 and 35.1 cm�1 for the dis-
torted C2v and Cs structures, respectively.

The Jacobi bisector embeddings perform much better than all
Jacobi and Radau bond embeddings. It is of interest to point out
that sJBE seems to be worse than aJBE. A moment’s reflection
reveals the probable reason why—because the a-Jacobi bond angle
is similar to the valence bond angle, and even more similar to the
Radau bond angle. As a result, this choice performs surprisingly
well, with the FNGR norm being around 0.01 cm�1 for the refer-
ence structure and the other C2v structure. Even more surprisingly,
for Cs geometries aJBE seems to be slightly better than RBE, with a
FNGR norm of 0.61 cm�1.

In the end, the true indicators of Coriolis coupling are the rovi-
brational energy levels computed in the Coriolis-free approxima-
tion; therefore, it might be insightful to compare how close the
computed energy levels are using RBE and aJBE.
udied. For more details, see the caption to Table 2.

FNGR GVR

Gyy Gzz G1z G2z G3z

29.18 19.10 0.06 2.01 �2.01 0
38.78 38.78 19.74 0 4.03 38.10

29.18 19.04 0 0 0 0
29.18 19.04 0 0 0 0
38.08 38.08 19.04 0 0 36.27

41.99 21.00 1.95 0 0 12.81
29.18 54.80 35.76 0 0 �54.80
29.18 29.18 10.14 0 0 29.18

29.20 19.05 0.01 0 0 0.66
37.41 37.41 18.36 0 0 35.63
38.78 38.78 19.74 0 0 36.94

21.21 15.63 0.05 1.71 �1.71 0
32.05 32.05 16.47 0 3.43 29.79

21.21 15.71 0.12 2.73 �2.73 0
21.21 15.58 0 0 0 0
31.16 31.16 15.58 0 0 27.52

39.96 19.98 4.40 0 0 18.76
21.21 58.72 43.14 0 0 �58.72
21.21 21.21 5.63 0 0 21.21

21.23 15.59 0.01 0 0 0.77
30.32 30.32 14.74 0 0 26.78
32.05 32.05 16.47 0 0 28.31

30.11 19.69 0.83 2.24 �1.83 7.66
32.05 32.05 13.19 0 3.66 31.59

30.01 19.04 0.18 0.02 �0.02 3.60
30.01 19.60 0.74 0 0 7.27
31.57 31.57 12.71 0 0 30.05

34.42 20.73 1.87 0 0 12.19
32.62 53.90 35.05 0 0 �52.77
29.00 29.00 10.15 0 0 28.39

29.58 19.47 0.61 0 0 �6.53
45.81 45.81 26.95 0 0 43.46
32.05 32.05 13.19 0 0 30.41
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5.2.2. Rovibrational energy levels
The rovibrational energies of H2

16O computed in the CFA have
been studied in detail in our previous paper for three linear embed-
dings [45]. The J ¼ 1 and 10 rovibrational levels were listed in
Tables 2 and 3 of that paper, respectively, and the CFA errors of

DðT̂VRÞ were plotted in Figs. 3 and 4 of that paper, respectively
[45]. Here, we extend our discussion to the Jacobi and Radau bond
embeddings and the (symmetric- and asymmetric-) Jacobi bisector
embeddings.

The numerical results for J ¼ 1 are provided in Table 4. We only

list the CFA errors of DðT̂VRÞ for the different embeddings—i.e., in
Table 4
J ¼ 1 rovibrational energy levels of H2

16O using the exact Hamiltonian, ĤVR, and the d
Hamiltonian, ĤVR � T̂VR. The results are presented in cm�1 using different coordinates fo
vibrational parent state. The vibrational (vib, ðv1 v2 v3Þ) and the rotational (rot, JKaKc

) qua

ĤVR

valence Ra

# level vib rot r1 VBE VFEE r1 RBE

1 23.8 (0 0 0) 101 9.76 0.07 0.03 9.40 0.03
2 37.1 (0 0 0) 111 9.60 0.05 0.03 9.27 0.03
3 42.4 (0 0 0) 110 0.00 0.00 0.00 0.00 0.00

4 23.8 (0 1 0) 101 9.84 0.16 0.12 9.47 0.12
5 40.2 (0 1 0) 111 9.63 0.14 0.12 9.29 0.12
6 45.8 (0 1 0) 110 0.00 0.00 0.00 0.00 0.00

7 23.8 (0 2 0) 101 9.84 0.24 0.20 9.45 0.20
8 44.5 (0 2 0) 111 9.74 0.22 0.21 9.39 0.21
9 50.3 (0 2 0) 110 0.00 0.00 0.00 0.00 0.00
10 23.4 (1 0 0) 101 9.57 0.07 0.03 9.23 0.03
11 36.2 (1 0 0) 111 9.42 0.05 0.03 9.10 0.03
12 41.4 (1 0 0) 110 0.00 0.00 0.00 0.00 0.00
13 23.6 (0 0 1) 101 9.54 0.06 �0.01 9.18 �0.01
14 35.8 (0 0 1) 111 9.35 �0.01 �0.01 9.06 �0.01
15 41.1 (0 0 1) 110 0.00 0.00 0.00 0.00 0.00

16 23.8 (0 3 0) 101 9.79 0.33 0.29 9.37 0.29
17 50.7 (0 3 0) 111 9.92 0.31 0.29 9.54 0.29
18 56.8 (0 3 0) 110 0.00 0.00 0.00 0.00 0.00
19 23.4 (1 1 0) 101 9.65 0.16 0.12 9.29 0.12
20 39.2 (1 1 0) 111 9.44 0.14 0.12 9.12 0.12
21 44.7 (1 1 0) 110 0.00 0.00 0.00 0.00 0.00
22 23.6 (0 1 1) 101 9.59 0.14 0.07 9.22 0.07
23 38.5 (0 1 1) 111 9.39 0.08 0.07 9.09 0.07
24 44.1 (0 1 1) 110 0.00 0.00 0.00 0.00 0.00

25 23.7 (0 4 0) 101 9.73 0.40 0.36 9.29 0.36
26 60.8 (0 4 0) 111 10.10 0.39 0.37 9.71 0.37
27 67.1 (0 4 0) 110 0.00 0.00 0.00 0.00 0.00
28 23.4 (1 2 0) 101 9.65 0.26 0.22 9.28 0.22
29 43.2 (1 2 0) 111 9.56 0.23 0.21 9.22 0.21
30 49.0 (1 2 0) 110 0.00 0.00 0.00 0.00 0.00
31 23.6 (0 2 1) 101 9.56 0.23 0.16 9.17 0.16
32 42.2 (0 2 1) 111 9.52 0.16 0.16 9.20 0.16
33 48.1 (0 2 1) 110 0.00 0.00 0.00 0.00 0.00
34 23.0 (2 0 0) 101 9.38 0.08 0.03 9.04 0.03
35 35.3 (2 0 0) 111 9.21 0.03 0.02 8.91 0.02
36 40.5 (2 0 0) 110 0.00 0.00 0.00 0.00 0.00
37 23.2 (1 0 1) 101 9.37 0.07 0.00 9.02 0.00
38 34.9 (1 0 1) 111 9.17 �0.01 �0.01 8.89 �0.01
39 40.2 (1 0 1) 110 0.00 0.00 0.00 0.00 0.00
40 23.3 (0 0 2) 101 9.31 0.04 �0.05 8.96 �0.05
41 34.6 (0 0 2) 111 9.11 �0.05 �0.05 8.86 �0.05
42 39.9 (0 0 2) 110 0.00 0.00 0.00 0.00 0.00

43 23.6 (0 5 0) 101 9.77 0.46 0.43 9.28 0.43
44 80.3 (0 5 0) 111 10.20 0.46 0.44 9.80 0.44
45 86.7 (0 5 0) 110 0.00 0.00 0.00 0.00 0.00
46 23.4 (1 3 0) 101 9.63 0.35 0.31 9.23 0.31
47 49.3 (1 3 0) 111 9.72 0.32 0.30 9.37 0.30
48 55.4 (1 3 0) 110 0.00 0.00 0.00 0.00 0.00
49 23.6 (0 3 1) 101 9.47 0.31 0.24 9.07 0.24
50 47.4 (0 3 1) 111 9.72 0.24 0.24 9.38 0.24
51 53.5 (0 3 1) 110 0.00 0.00 0.00 0.00 0.00
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Table 4 the CFA energy levels are compared to the eigenvalues
obtained using the full operator for all the embeddings studied in
this paper using valence, Radau, and symmetric and asymmetric
Jacobi vibrational coordinates. The actual CFA eigenvalues can be
found in Tables S4 and S5. Similarly, for J ¼ 2 and 3, CFA energy
levels are listed in Tables S6–S9 and their errors are provided there,
as well. For linear symmetric embeddings, rovibrational energy
levels with high J values are also presented in Table S10 and Table 3
of our previous paper [45] for J ¼ 5 and 10, respectively. Vibra-
tional (vib, ðv1 v2 v3Þ) labels are provided for each state, the rovi-
brational energies are relative to their vibrational parents. The
computed eigenvalues closely follow the rigid-rotor model;
ifferences of the eigenvalues, DðT̂VRÞ, obtained with the full and the Coriolis-free
r all the embeddings studied in this paper. The ĤVR levels are given relative to the
ntum numbers are assigned for each state.

DðT̂VRÞ
dau a-Jacobi s-Jacobi

EE RFEE r R aJBE r R sJBE

0.01 0.03 9.76 9.06 0.03 4.97 18.57 1.26
0.01 0.03 9.60 8.96 0.03 5.23 17.83 1.11
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.22 0.12 9.84 9.11 0.12 5.26 21.95 2.26
0.21 0.12 9.63 8.97 0.12 5.54 20.99 2.05
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.43 0.20 9.84 9.08 0.21 5.52 26.48 3.54
0.41 0.21 9.74 9.06 0.21 5.82 25.15 3.23
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.01 0.03 9.57 8.90 0.03 4.92 18.03 1.21
0.01 0.03 9.42 8.80 0.03 5.20 17.28 1.05
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

�0.16 �0.01 9.54 8.83 �0.01 4.52 17.49 0.98
�0.16 �0.01 9.35 8.78 �0.01 5.28 15.53 0.59
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.65 0.29 9.79 8.99 0.30 5.75 32.97 5.32
0.62 0.29 9.92 9.20 0.30 6.07 30.93 4.82
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.22 0.12 9.65 8.95 0.13 5.22 21.27 2.17
0.21 0.12 9.44 8.81 0.12 5.51 20.29 1.96
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.04 0.07 9.59 8.86 0.08 4.80 20.50 1.89
0.03 0.07 9.39 8.80 0.07 5.60 18.07 1.37
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.90 0.36 9.73 8.89 0.37 5.92 43.27 8.10
0.83 0.37 10.10 9.35 0.38 6.28 39.50 7.10
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.43 0.22 9.65 8.93 0.22 5.50 25.59 3.41
0.41 0.21 9.56 8.91 0.22 5.80 24.24 3.09
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.25 0.16 9.56 8.81 0.17 5.07 24.44 3.03
0.21 0.16 9.52 8.91 0.16 5.90 21.29 2.31
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

�0.02 0.03 9.38 8.72 0.03 4.78 17.40 1.10
�0.03 0.02 9.21 8.63 0.02 5.18 16.33 0.89
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

�0.16 0.00 9.37 8.68 0.00 4.46 17.00 0.93
�0.16 �0.01 9.17 8.63 �0.01 5.24 14.99 0.53
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

�0.30 �0.05 9.31 8.61 �0.05 4.17 16.59 0.76
�0.27 �0.05 9.11 8.60 �0.05 5.30 13.90 0.24
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1.17 0.43 9.77 8.83 0.44 6.00 62.24 13.39
1.05 0.44 10.20 9.44 0.45 6.43 53.07 10.66
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.67 0.31 9.63 8.87 0.32 5.75 31.94 5.18
0.62 0.30 9.72 9.04 0.31 6.07 29.72 4.61
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.48 0.24 9.47 8.70 0.25 5.30 29.92 4.56
0.39 0.24 9.72 9.07 0.25 6.18 25.52 3.49
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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therefore, the well-established [68] and in these cases meaningful
rigid-rotor rotational quantum numbers (rot, JKaKc

) are also pro-
vided in the tables. For J ¼ 1 and 2, the rotational increment is
small compared to the gaps between the vibrational states; thus,
the eigenenergies of the rovibrational states belonging to different
vibrational parent states do not overlap. For J ¼ 5 and 10, the rota-
tional and vibrational excitations are already in the same magni-
tude, which makes the labeling of the rovibrational states more
difficult.

As seen in Table 4, numerical calculations on H2
16O bear out all

of our predictions, made both here and in our previous paper [45].
Overall, all three linear embeddings in the CFA reproduce the ref-

erence numbers obtained with the full ĤVR remarkably well. For
the first 50 rovibrational states, the largest errors are around
1 cm�1 for J ¼ 1, around 2 cm�1 for J ¼ 2, and still less than
5 cm�1 for J ¼ 3. For larger J values, all of the rovibrational states
based on the fundamental vibrations are reasonably accurate, with
the largest errors being 5 and 20 cm�1 for J ¼ 5 and J ¼ 10, respec-
tively. For the ground state, (000), EE is clearly the best embed-
ding. It should also be mentioned that EE does much better for
symmetric stretch excitations, (100) and (200), than with other
vibrational excitations. The reason for this is the zero subspace
along this motion, as discussed above. Interestingly, EE has a single,
sizable negative error for the asymmetric stretch state, (001)—
around the same magnitude as the error of (010). Therefore, the
(011) combination levels are very accurate, due to error cancella-
tion. For all other states in Table 4, RBE yields smaller CFA errors
than EE. For the bending excitations, the error in RBE is around half
Table 5
Numerical values of the GR and GVR tensor elements of HD16O for all of the embeddings
symmetry labels provided here are not true point-group-symmetry labels, but the labels u

GR

Coord. Embedding Symmetry Gxx Gxy

valence Eckart C2v (Ref.) 46.16 �1.81
valence flx. Eckart C2v (Ref.) 35.41 �13.66
valence bisector C2v (Ref.) 42.64 �9.42
valence w. bisector C2v (Ref.) 35.41 �13.66

Radau Eckart C2v (Ref.) 35.39 �13.66
Radau flx. Eckart C2v (Ref.) 35.39 �13.66
Radau bisector C2v (Ref.) 42.88 �9.14
Radau w. bisector C2v (Ref.) 35.39 �13.66

valence Eckart C2v (10, 0) 38.15 �1.49
valence flx. Eckart C2v (10, 0) 29.26 �11.29
valence bisector C2v (10, 0) 35.24 �7.78
valence w. bisector C2v (10, 0) 29.26 �11.29

Radau Eckart C2v (10, 0) 29.25 �11.29
Radau flx. Eckart C2v (10, 0) 29.25 �11.29
Radau bisector C2v (10, 0) 35.44 �7.56
Radau w. bisector C2v (10, 0) 29.25 �11.29

valence Eckart C2v (10, 10) 47.84 0.75
valence flx. Eckart C2v (10, 10) 37.34 �15.75
valence bisector C2v (10, 10) 45.69 �8.31
valence w. bisector C2v (10, 10) 37.34 �15.75

Radau Eckart C2v (10, 10) 37.41 �15.72
Radau flx. Eckart C2v (10, 10) 37.32 �15.76
Radau bisector C2v (10, 10) 45.89 �7.95
Radau w. bisector C2v (10, 10) 37.32 �15.76

valence Eckart Cs (10, 0) 53.57 �6.48
valence flx. Eckart Cs (10, 0) 35.54 �19.46
valence bisector Cs (10, 0) 46.36 �15.96
valence w. bisector Cs (10, 0) 35.26 �19.46

Radau Eckart Cs (10, 0) 35.51 �19.46
Radau flx. Eckart Cs (10, 0) 35.52 �19.46
Radau bisector Cs (10, 0) 47.04 �15.46
Radau w. bisector Cs (10, 0) 35.52 �19.46

17
that of EE, even for higher overtones. Curiously, RBE appears to do
best for pure asymmetric stretch excitations—a fact that seems at
odds with the behavior of FNGR as described above, which predicts
RBE to be better than EE only if bending excitation are also
included to some extent. RBE errors are always smaller than VBE
errors, but the VBE errors usually follow the trends of RBE errors.
When RBE is better than EE, VBE is also better. On a separate note,
the reader cannot fail to notice that for J ¼ 1—for every single v and
for every embedding—the CFA predictions for the 110 rovibrational
energy are exact. Since this property holds even for the asymmetric
embeddings, it cannot depend on permutation symmetry. It does,
however, relate to parity, as explained in detail in Appendix B.

As discussed above, RBE and RFEE are equivalent, this is also
visible from the CFA energy levels. However, it is interesting to
compare the difference of the VFEE and RFEE Coriolis-free energy
levels. For J ¼ 1, their difference is smaller than 0.001 cm�1 for
the first 42 energy levels, while for J ¼ 5 the differences increase
up to 0.01 cm�1 for the first 90 energy levels.

For the asymmetric embeddings—i.e., Vr1E (equivalent to aJrE),
Rr1E, and aJRE—the J ¼ 1 errors of the 101 and 111 states are around
10 cm�1 (note that the 110 states are still exact, as discussed in
Appendix B). For the symmetric embeddings, we find sJrE errors
ranging from about 5–8 cm�1 over the relevant v and J range,
whereas the sJRE errors range from about 18–50 cm�1. The main
reason for this is that in the CFA, sJrE results in prolate energy
levels, whereas sJRE yields oblate energy levels; H2

16O is closer
to a prolate symmetric top at its equilibrium geometry. For larger
J values, the errors are larger (up to several hundred cm�1 by J ¼ 5)
studied in this paper. For more details on the notation, see caption to Table 2. The
sed for H2

16O at the same geometries.

FNGR GVR

Gyy Gzz G1z G2z G3z

18.37 13.09 0 0 0 0
29.12 13.10 0.02 �0.06 �0.06 �0.93
21.89 14.55 1.46 2.01 �2.01 8.83
29.12 13.19 0.10 1.34 �2.68 �0.93

29.14 13.09 0 0 0 0
29.14 13.11 0.02 0 0 �0.90
21.65 14.38 1.30 0 0 8.15
29.14 13.11 0.02 0 0 �0.90

15.18 10.82 0 0 0 0
24.07 10.83 0.01 �0.06 �0.06 �0.77
18.09 12.02 1.20 1.83 �1.83 7.29
24.07 10.90 0.08 1.22 �2.44 �0.77

24.08 10.82 0 0 0 0
24.08 10.83 0.01 0 0 �0.74
17.89 11.89 1.07 0 0 6.74
24.08 10.83 0.01 0 0 �0.74

13.76 10.75 0.08 1.37 �2.54 �0.05
24.26 10.69 0.02 �0.06 �0.06 �0.82
15.91 11.86 1.18 1.71 �1.71 6.83
24.26 10.75 0.07 1.14 �2.29 �0.82

24.19 10.75 0.08 1.26 �2.43 �0.08
24.28 10.69 0.02 0 0 �0.76
15.71 11.70 1.03 0 0 6.04
24.28 10.69 0.02 0 0 �0.76

16.87 12.33 0.10 0.16 0.16 2.49
34.91 12.51 0.28 0.28 0.26 4.16
24.08 15.93 3.69 2.24 �1.83 14.96
35.18 12.61 0.38 1.49 �2.44 4.31

34.93 12.33 0.10 0.05 �0.11 2.35
34.92 12.51 0.28 0 0 3.91
23.41 15.63 3.39 0 0 13.72
34.92 12.51 0.28 0 0 3.91
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and show more of a range across Ka and Kc—though remarkably,
there is still very little variation across v or across embedding. In

brief, the DðT̂VRÞ errors of sJrE are always the smallest compared
to the other Jacobi and Radau bond embeddings (about half those
of the asymmetric embeddings), whereas the sJRE errors are
always the largest (about twice those of the asymmetric embed-
dings), adhering to the predictions based on FNGR norms.

The performance of sJBE is most similar to that of sJrE. Although

the DðT̂VRÞ errors for sJBE (Table 4) start smaller than those of sJrE
Table 6
J ¼ 1 rovibrational energy levels of HD16O using the exact Hamiltonian, ĤVR, and the
Hamiltonian, ĤVR � T̂VR. The results are presented in cm�1 using valence and Radau coordi
The ĤVR levels are given relative to the ZPVE (abs) as well as to the vibrational parent stat
assigned for each state.

ĤVR

valence

# abs level vib rot rH rD VBE V

1 15.5 15.5 (0 0 0) 101 12.94 3.61 0.79
2 29.8 29.8 (0 0 0) 111 12.16 3.79 0.65
3 32.5 32.5 (0 0 0) 110 0.00 0.00 0.00

4 1419.1 15.6 (0 1 0) 101 13.60 3.46 0.95
5 1435.3 31.8 (0 1 0) 111 11.46 4.04 0.56
6 1438.2 34.7 (0 1 0) 110 0.00 0.00 0.00

7 2739.1 15.2 (1 0 0) 101 13.13 3.44 0.87
8 2753.6 29.7 (1 0 0) 111 12.11 3.66 0.65
9 2756.2 32.3 (1 0 0) 110 0.00 0.00 0.00
10 2797.5 15.6 (0 2 0) 101 14.17 3.29 1.09
11 2816.2 34.2 (0 2 0) 111 10.87 4.26 0.48
12 2819.2 37.3 (0 2 0) 110 0.00 0.00 0.00
13 3723.7 15.4 (0 0 1) 101 12.30 3.67 0.70
14 3737.0 28.7 (0 0 1) 111 11.55 3.84 0.55
15 3739.8 31.5 (0 0 1) 110 0.00 0.00 0.00

16 4115.2 15.4 (1 1 0) 101 14.38 3.28 1.22
17 4134.2 34.4 (1 1 0) 111 10.69 4.18 0.45
18 4137.3 37.5 (1 1 0) 110 0.00 0.00 0.00
19 4161.0 15.5 (0 3 0) 101 14.52 3.16 1.15
20 4180.5 35.0 (0 3 0) 111 10.63 4.24 0.43
21 4183.6 38.1 (0 3 0) 110 0.00 0.00 0.00
22 5105.8 15.5 (0 1 1) 101 12.92 3.52 0.86
23 5120.9 30.5 (0 1 1) 111 10.89 4.10 0.48
24 5123.9 33.5 (0 1 1) 110 0.00 0.00 0.00

25 5379.2 14.9 (2 0 0) 101 13.19 3.28 0.90
26 5393.4 29.1 (2 0 0) 111 12.22 3.47 0.69
27 5396.0 31.7 (2 0 0) 110 0.00 0.00 0.00
28 5435.0 15.6 (0 4 0) 101 15.06 3.08 1.44
29 5461.0 41.7 (0 4 0) 111 9.98 4.69 0.34
30 5464.5 45.1 (0 4 0) 110 0.00 0.00 0.00
31 5521.7 15.4 (1 2 0) 101 14.61 3.05 1.19
32 5541.6 35.3 (1 2 0) 111 10.50 4.21 0.41
33 5544.7 38.4 (1 2 0) 110 0.00 0.00 0.00
34 6431.6 15.2 (1 0 1) 101 12.70 3.49 0.83
35 6445.5 29.2 (1 0 1) 111 11.24 3.79 0.52
36 6448.3 31.9 (1 0 1) 110 0.00 0.00 0.00
37 6468.2 15.5 (0 2 1) 101 13.41 3.36 0.96
38 6484.9 32.1 (0 2 1) 111 10.45 4.23 0.42
39 6488.0 35.2 (0 2 1) 110 0.00 0.00 0.00

40 6705.0 15.6 (0 5 0) 101 15.39 2.95 1.60
41 6739.2 49.8 (0 5 0) 111 9.56 4.92 0.24
42 6742.8 53.3 (0 5 0) 110 0.00 0.00 0.00
43 6762.2 15.0 (2 1 0) 101 14.44 3.14 1.22
44 6779.5 32.3 (2 1 0) 111 11.02 3.84 0.50
45 6782.4 35.2 (2 1 0) 110 0.00 0.00 0.00
46 6864.5 15.5 (1 3 0) 101 14.93 2.89 1.28
47 6886.7 37.7 (1 3 0) 111 10.14 4.34 0.33
48 6889.9 40.8 (1 3 0) 110 0.00 0.00 0.00
49 7267.4 15.3 (0 0 2) 101 11.67 3.74 0.61
50 7279.7 27.6 (0 0 2) 111 10.95 3.90 0.46
51 7282.5 30.4 (0 0 2) 110 0.00 0.00 0.00
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(around 1.3 cm�1 for the zero-point vibration), they increase
rapidly upon vibrational excitation. For the (040) bending over-

tone, they surpass sJrE with DðT̂VRÞ of 8.2 cm�1. However, aJBE per-
forms significantly better than sJBE. For J ¼ 1, the CFA energies
seem to be very close to their RBE counterparts, with differences
smaller than 0.01 cm�1 (not visible in Table 4). For higher J, the dif-
ference increases slightly. For J ¼ 5, the difference between aJBE
and RBE is up to 0.4 cm�1 for the zero-point vibration. This
increases up to 5.0 cm�1 for the fundamentals.
differences of the eigenvalues, DðT̂VRÞ, obtained with the full and the Coriolis-free
nates with rH ; rD , bisector, weighted-bisector, Eckart, and flexible-Eckart embeddings.
e. The vibrational (vib, ðv1v2v3Þ) and the rotational (rot, JKaKc

) quantum numbers are

DðT̂VRÞ
Radau

wBE VFEE rH rD RBE RwBE EE RFEE

0.06 0.02 12.24 3.40 0.70 0.02 0.01 0.02
0.07 0.03 11.52 3.59 0.57 0.03 0.01 0.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.10 0.05 12.87 3.24 0.86 0.05 0.12 0.05
0.13 0.10 10.82 3.83 0.50 0.10 0.12 0.10
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.08 0.02 12.42 3.24 0.77 0.02 0.01 0.02
0.05 0.02 11.48 3.47 0.59 0.02 �0.02 0.02
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.11 0.07 13.39 3.08 1.00 0.07 0.19 0.07
0.18 0.15 10.24 4.04 0.42 0.15 0.22 0.15
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.07 0.01 11.64 3.46 0.60 0.01 �0.05 0.01
0.06 0.03 10.96 3.65 0.49 0.03 �0.04 0.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.19 0.15 13.57 3.07 1.11 0.15 0.29 0.15
0.16 0.13 10.08 3.97 0.40 0.13 0.18 0.13
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.09 0.04 13.73 2.94 1.05 0.04 0.15 0.04
0.16 0.14 10.01 4.02 0.37 0.14 0.22 0.14
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.10 0.04 12.22 3.31 0.76 0.05 0.06 0.05
0.13 0.10 10.31 3.89 0.42 0.10 0.07 0.10
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.06 0.01 12.48 3.09 0.80 0.01 �0.04 0.01
0.02 0.00 11.60 3.30 0.62 0.00 �0.07 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.23 0.19 14.19 2.85 1.34 0.19 0.47 0.19
0.29 0.27 9.35 4.45 0.29 0.27 0.42 0.27
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.08 0.03 13.81 2.83 1.08 0.03 0.15 0.03
0.16 0.13 9.89 4.00 0.36 0.13 0.21 0.13
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.10 0.04 12.01 3.29 0.73 0.04 0.00 0.04
0.06 0.03 10.67 3.60 0.47 0.03 �0.05 0.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.10 0.04 12.68 3.15 0.86 0.04 0.09 0.04
0.17 0.14 9.88 4.03 0.37 0.14 0.14 0.14
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.26 0.22 14.45 2.71 1.49 0.22 0.61 0.22
0.35 0.32 8.92 4.67 0.20 0.32 0.54 0.32
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.16 0.10 13.63 2.94 1.10 0.10 0.15 0.10
0.09 0.07 10.43 3.65 0.45 0.07 0.07 0.07
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.08 0.02 14.11 2.67 1.17 0.02 0.18 0.02
0.18 0.16 9.53 4.12 0.29 0.16 0.27 0.16
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.08 0.01 11.05 3.53 0.51 0.01 �0.11 0.01
0.06 0.03 10.42 3.71 0.41 0.03 �0.10 0.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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To help ensure that conclusions drawn for H2
16O are not merely

anecdotal, but in fact reflective of all C2v AB2 systems (with a heavy
A atom), we have repeated the above study for the doubly-
deuterated isotopologue, D2

16O. The resultant CFA energy levels
show a very similar pattern to H2

16O (see Fig. S1), with the main

difference being that the DðT̂VRÞ errors are found to be around half
of those of H2

16O, due to the D/H substitution (see Table S11 and
Fig. S1).
Fig. 5. The differences, DðT̂VRÞ, of the J ¼ 1 rovibrational energy levels of HD16O
using the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using valence bisector (VBE), Radau bisector (RBE), and Eckart
(EE) embeddings.

Fig. 6. The differences, DðT̂VRÞ, of the J ¼ 1 rovibrational energy levels of HD16O
using the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using valence weighted-bisector (VwBE), Radau weighted-
bisector (RwBE), and Eckart (EE) embeddings.
5.3. HD16O

More interesting than D2
16O is the singly deuterated isotopo-

logue of water, HD16O. Here, due to the H/D mass disparity, the
system becomes substantially asymmetric—although the PES
still reflects the symmetry of H2

16O, as mass dependence is not
introduced into the BT2 PES, for example via the diagonal
Born–Oppenheimer approximation. In any event, as an asymmetric
ABC molecule, HD16O serves as an important generalization of the
case of H2

16O, which will demonstrate which aspects of AB2 theory
can be generalized for the ABC context, and also how this can be
achieved.

With the increasing number of embeddings due to the asymme-
try of the system, we only performed computations using valence
and Radau coordinates. As a consequence of the asymmetric
deuteration, all the symmetric C2v properties of the KEO are lost
for this isotopologue. The GR

xy tensor element is thus non-zero for

all embeddings and geometries (see Table 5), and the GVR
3z elements

are also non-zero in almost all cases.
As to CC, the situation is quite different compared to H2

16O, due
to the loss of two symmetry elements. Most dramatically, the
FNGR norm of RBE is now non-zero everywhere, with substantial
FNGR norm values even for C2v geometries (see Table 5, but note
that the symmetry labels provided there are not true point-group
symmetry labels but the ones used for H2

16O at the same geome-
tries). For EE, FNGR is still zero at the reference geometry and
under symmetric stretch displacements. In general, however, the
FNGR norm values of EE are even smaller for HD16O than for
H2

16O, for both C2v and Cs geometries, which probably reflects
the heavier mass. They are, in any case, much smaller than for
RBE, i.e., something like 0.1 cm�1 vs. 3 cm�1. It is also clear that
the bond embeddings remain worse than the linear embeddings,
with the (valence and Radau) rH embeddings significantly worse
than the rD embeddings (i.e., FNGR values of around 20 cm�1 vs.
5 cm�1).

For HD16O, similar to H2
16O, we only provide the CFA errors

(Table 6), the CFA rovibrational energy levels themselves can be
found in Tables S13 and S14 of the supplementary material. Look-
ing at the rovibrational energy level errors for J ¼ 1 (see Table 6
and Fig. 5), one can notice that, as predicted, EE performs much
better than RBE. For the first 35 states, the EE errors are smaller
than 0.3 cm�1, while the RBE errors are increasing up to
1.1 cm�1. VBE follows RBE, with around 0.1 cm�1 differences. Of
course, given the asymmetric masses of the two side atoms the
opportunity arises naturally to question whether the bisector of
the bond angle is still the appropriate reference to compare EE
with. Would not a mass-weighted partitioning of the angle, with
the narrower wedge closer to the D atom, be a more appropriate
generalization of the AB2 ‘‘bisector” embeddings for ABC
molecules?

Such considerations give rise to two new embeddings, i.e.,
mass-weighted versions of the valence and Radau bisector embed-
dings, referred to as ‘‘VwBE” and ‘‘RwBE”, respectively. Indeed,
these choices give rise to FNGR norm values for C2v geometries
which are quite small for VwBE (about 0:1 cm�1), and practically
zero for RwBE (about 0:02 cm�1). Moreover, it is clear from Table 5
19
that RwBE is identical to RFEE, lending further credence to the
notion that this is the proper generalization of the AB2 RBE for
ABC molecules, which perhaps holds even for larger molecular sys-
tems. (The equivalence or near-equivalence with VFEE also appears
likely, but can no longer be proved using symmetry arguments.) In
any event, FNGR norm values of RwBE are generally smaller than
their EE counterparts, except for pure asymmetric stretch
displacements.

The CFA rovibrational energy levels computed using the mass-
weighted bisector embeddings [(V/R)wBE] confirm all of our ear-
lier predictions. First, the CFA errors are much smaller for (V/R)
wBE than for the corresponding (V/R)BE calculation (compare
Fig. 5 and Fig. 6). Second, the RwBE errors are mostly smaller than
those of EE (see Fig. 6 and Table 6); moreover, their correlation is
similar to the correlation of the RBE and EE calculations for

H2
16O. Third, VwBE produces DðT̂VRÞ errors slightly larger than

RwBE. Finally, we also investigated the FEEs. Here—and similarly
to the relation found for H2

16O—we find that RwBE, RFEE, and VFEE
all yield identical CFA rovibrational eigenvalues, further supporting
the idea that these are in fact identical embeddings (see Tables 5
and 6).
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5.4. Hþ
3

The next system we investigate is the Hþ
3 molecular cation, the

smallest triatomic molecular system of considerable spectroscopic
and atmospheric interest [65,69]. Hþ

3 has higher symmetry than
H2

16O, in its ground electronic state it has an equilibrium structure
of D3h point-group symmetry. The lack of a heavy central atom
indicates stronger CC, and a greater difference between valence
and Radau coordinates (and embeddings) than for H2

16O.
By examining GR and GVR tensor elements (see Table 7), it

becomes clear from the FNGR norm values, kGR � g�1
R kF, that the

CC in Hþ
3 is indeed significantly larger than in H2

16O. For Jacobi
and Radau bond embeddings, these values are around 44 cm�1 at
the equilibrium geometry, which is more than double the corre-
sponding H2

16O values (about 20 cm�1). For VBE, we have
11 cm�1, whereas it is 0.06 cm�1 for H2

16O. Since these kind of
numbers (or worse) also characterize the other geometries, none
of these is a particularly appealing choice of embedding for the
Hþ

3 system.
Table 7
Numerical values of the GR and GVR tensor elements of Hþ

3 for all of the embeddings studie
symmetrically and asymmetrically distorted geometries with D3h;C2v and Cs point-group

GR

Coord. Embedding Symmetry Gxx Gxy

valence Eckart D3h (Ref.) 87.77 0
valence bisector D3h (Ref.) 87.77 0
valence r1 D3h (Ref.) 87.77 0

Radau Eckart D3h (Ref.) 87.77 0
Radau bisector D3h (Ref.) 87.77 0
Radau r1 D3h (Ref.) 87.77 0

Jacobi Eckart D3h (Ref.) 87.77 0
Jacobi bisector D3h (Ref.) 87.77 0
Jacobi R D3h (Ref.) 87.77 0
Jacobi r D3h (Ref.) 87.77 0

valence Eckart D3h (10, 0) 72.54 0
valence bisector D3h (10, 0) 72.54 0
valence r1 D3h (10, 0) 72.54 0

Radau Eckart D3h (10, 0) 72.54 0
Radau bisector D3h (10, 0) 72.54 0
Radau r1 D3h (10, 0) 72.54 0

Jacobi Eckart D3h (10, 0) 72.54 0
Jacobi bisector D3h (10, 0) 72.54 0
Jacobi R D3h (10, 0) 72.54 0
Jacobi r D3h (10, 0) 72.54 0

valence Eckart C2v (10, 10) 77.35 0
valence bisector C2v (10, 10) 77.35 0
valence r1 C2v (10, 10) 65.95 �7.41

Radau Eckart C2v (10, 10) 77.35 0
Radau bisector C2v (10, 10) 77.35 0
Radau r1 C2v (10, 10) 70.19 �8.05

Jacobi Eckart C2v (10, 10) 77.35 0
Jacobi bisector C2v (10, 10) 76.27 �4.03
Jacobi R C2v (10, 10) 64.52 �6.59
Jacobi r C2v (10, 10) 65.95 �7.41

valence Eckart Cs (10, 0) 92.24 20.68
valence bisector Cs (10, 0) 89.85 20.68
valence r1 Cs (10, 0) 109.56 �9.31

Radau Eckart Cs (10, 0) 92.24 20.68
Radau bisector Cs (10, 0) 92.27 20.68
Radau r1 Cs (10, 0) 111.74 �0.95

Jacobi Eckart Cs (10, 0) 92.24 20.68
Jacobi bisector Cs (10, 0) 102.63 17.17
Jacobi R Cs (10, 0) 106.61 �13.68
Jacobi r Cs (10, 0) 109.56 �9.31
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For EE, FNGR norm is naturally zero at the equilibrium geome-
try of Hþ

3 , and remains zero for all D3h geometries along m1, the
vibrational band origin (VBO) associated with the ‘‘breathing”
motion (in exact analogy with symmetric stretching for H2

16O).
Likewise, RBE enjoys zero FNGR values over the entire 2D space
of symmetric distortions (i.e., for all D3h and C2v geometries). For
EE, the FNGR norm for C2v geometries is tiny (around 0.1 cm�1),
which is comparable to the values for H2

16O. The EE norm values
are also quite small for Cs geometries (�0.6 cm�1), suggesting that
EE ought to be a good embedding choice. RBE values for Cs geome-
tries are also quite small (�2.4 cm�1), although substantially larger
than for EE. Note that they are also much smaller than for VBE,
underscoring how much more different these embeddings are for
Hþ

3 compared to H2
16O. In any case, we expect the CFA errors to

be considerably worse for Hþ
3 than for H2

16O, no matter which
embedding is used.

The computed J ¼ 1 Coriolis-free rovibrational energy levels
displayed in Table 8 verify our predictions. Since the Jacobi and
Radau bond embeddings perform a lot worse than the linear
d in this paper. The numbers are provided in cm�1 in the D3h reference geometry and
symmetry. For more details on the notation, see the caption to Table 2.

FNGR GVR

Gyy Gzz G1z G2z G3z

87.77 43.89 0 0 0 0
87.77 54.86 10.97 �31.36 31.36 0
87.77 87.77 43.89 0 62.72 57.01

87.77 43.89 0 0 0 0
87.77 43.89 0 0 0 0
87.77 87.77 43.89 0 0 87.77

87.77 43.89 0 0 0 0
87.77 43.89 0 0 0 0
87.77 87.77 43.89 0 0 �87.77
87.77 87.77 43.89 0 0 87.77

72.54 36.27 0 0 0 0
72.54 45.34 9.07 �28.51 28.51 0
72.54 72.54 36.27 0 57.02 47.12

72.54 36.27 0 0 0 0
72.54 36.27 0 0 0 0
72.54 72.54 36.27 0 0 72.54

72.54 36.27 0 0 0 0
72.54 36.27 0 0 0 0
72.54 72.54 36.27 0 0 �72.54
72.54 72.54 36.27 0 0 72.54

61.14 34.26 0.12 �3.35 3.35 0
61.14 43.65 9.50 �30.08 30.08 0
72.54 72.54 38.39 0 60.15 52.79

61.14 34.26 0.12 �2.65 2.65 0
61.14 34.15 0 0 0 0
68.29 68.29 34.15 0 0 67.82

61.14 34.26 0.12 �3.35 2.74 1.99
62.21 34.26 0.12 0 0 3.99
73.97 64.52 30.37 0 0 �64.18
72.54 72.54 38.39 0 0 72.16

89.85 43.74 0.57 �4.17 �4.17 �7.65
92.24 56.31 13.14 �34.85 28.51 �15.51
72.54 72.54 29.37 0 57.02 43.63

89.85 43.74 0.57 �0.30 0.38 �10.20
89.82 45.52 2.35 0 0 �20.68
70.35 70.35 27.19 0 0 70.35

89.85 43.74 0.57 �4.17 4.38 �8.34
79.46 44.79 1.62 0 0 �16.90
75.49 106.61 63.44 0 0 �105.74
72.54 72.54 29.37 0 0 71.95
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embeddings, we focus our attention on the latter group. According

to the DðT̂VRÞ errors (see Fig. 7), the energy levels can be sorted into
two different groups. First, some of the levels, all belonging to sin-

gly degenerate vibrations, have small DðT̂VRÞ errors. The zero-point
vibration, the ‘‘breathing” fundamental and its overtone belong to
this group. These states have errors less than 0.1 cm�1 for EE, and
less than 0.5 cm�1 for RBE and the Jacobi bisector embedding (JBE).
Note that only the two rovibrational states with the JG ¼ 11 rota-
tional designation [70] have nonzero errors; the states with
Table 8
J ¼ 1 rovibrational energy levels of Hþ

3 using the exact Hamiltonian, ĤVR, and the difference
ĤVR � T̂VR. The results are presented in cm�1 using valence and Radau coordinates with r1
Eckart embeddings. The ĤVR levels are given relative to the ZPVE (abs) as well as to the vibra
numbers are assigned for each state.

ĤVR

valence

# abs level vib rot r1 VBE EE

1 64.1 64.1 (0 0 0) 11 19.83 4.63 0.00
2 64.1 64.1 (0 0 0) 11 22.81 6.05 0.00
3 87.0 87.0 (0 0 0) 10 0.00 0.00 0.00

4 2548.4 26.8 (0 1 1) 12 51.38 36.88 31.94
5 2548.4 26.8 (0 1 1) 12 54.73 41.07 37.12
6 2609.7 88.1 (0 1 1) 11 0.00 0.00 0.00
7 2609.7 88.1 (0 1 1) 11 0.00 0.00 0.00
8 2616.9 95.3 (0 1 1) 10 �5.72 �25.41 �31.40
9 2627.5 106.0 (0 1 1) 10 �15.73 �31.04 �37.04

10 3241.2 62.5 (1 0 0) 11 19.18 4.45 0.01
11 3241.2 62.5 (1 0 0) 11 22.36 5.95 0.01
12 3263.5 84.9 (1 0 0) 10 0.00 0.00 0.00

13 4842.9 64.2 (0 2 0) 11 15.01 2.91 0.56
14 4842.9 64.2 (0 2 0) 11 27.42 8.13 0.56
15 4870.6 92.0 (0 2 0) 10 0.00 0.00 0.00

16 4995.2 �3.2 (0 2 2) 13 81.40 68.07 64.25
17 4999.3 0.8 (0 2 2) 13 79.48 67.22 63.09
18 5088.0 89.6 (0 2 2) 12 0.00 0.00 0.00
19 5088.0 89.6 (0 2 2) 12 0.00 0.00 0.00
20 5125.7 127.3 (0 2 2) 11 �37.50 �57.31 �63.32
21 5125.7 127.3 (0 2 2) 11 �37.28 �54.26 �60.76

22 5584.8 30.0 (1 1 1) 12 46.84 32.64 27.93
23 5584.8 30.0 (1 1 1) 12 49.09 36.27 32.36
24 5641.1 86.2 (1 1 1) 11 0.00 0.00 0.00
25 5641.1 86.2 (1 1 1) 11 0.00 0.00 0.00
26 5645.3 90.5 (1 1 1) 10 �3.00 �22.50 �28.14
27 5655.0 100.1 (1 1 1) 10 �12.30 �27.36 �33.46

28 6323.8 60.9 (2 0 0) 11 18.51 4.26 0.02
29 6323.8 60.9 (2 0 0) 11 21.98 5.89 0.02
30 6345.8 82.9 (2 0 0) 10 0.00 0.00 0.00

31 7047.4 40.7 (0 3 1) 12 30.03 17.63 13.62
32 7047.4 40.7 (0 3 1) 12 37.34 27.31 25.71
33 7083.6 76.9 (0 3 1) 10 19.98 �3.56 �10.53
34 7103.6 96.9 (0 3 1) 11 0.00 0.00 0.00
35 7103.6 96.9 (0 3 1) 11 2.01 0.00 0.00
36 7110.7 104.0 (0 3 1) 10 �3.75 �18.25 �24.67

37 7326.0 39.7 (0 3 3) 14 37.85 27.66 26.72
38 7326.0 39.7 (0 3 3) 14 56.01 35.38 26.72
39 7381.8 95.5 (0 3 3) 13 0.00 0.00 0.00
40 7572.7 79.1 (0 3 3) 12 �2.11 �14.19 �16.48
41 7572.7 79.1 (0 3 3) 12 10.01 �8.56 �16.48
42 7582.7 89.1 (0 3 3) 13 0.00 0.00 0.00

43 7840.9 70.8 (1 2 0) 11 6.16 �5.88 �8.37
44 7840.9 70.8 (1 2 0) 11 17.44 �1.02 �8.37
45 7858.8 88.7 (1 2 0) 10 0.00 0.00 0.00

46 7873.4 2.3 (1 2 2) 13 73.41 60.70 57.05
47 7878.1 7.0 (1 2 2) 13 71.51 59.98 56.00
48 7959.6 88.5 (1 2 2) 12 0.00 0.00 0.00
49 7959.6 88.5 (1 2 2) 12 0.00 0.00 0.00
50 7990.3 119.2 (1 2 2) 11 �30.45 �50.38 �56.22
51 7990.3 119.2 (1 2 2) 11 �30.13 �46.89 �53.33

21
JG ¼ 10 remain the same upon neglecting T̂VR. The pure bending
states with L2 ¼ 0 quantum number [70] also belong to the first

group. For EE, the DðT̂VRÞ errors are 0.6 cm�1 and 0.7 cm�1 for the
(020) and (040) states, respectively. They increase up to a couple
of cm�1 for RBE and JBE. Second, the rest of the vibrational levels
including all the doubly degenerate vibrational states have signif-
icantly larger errors, up to �40 cm�1. Note that two of the six
J ¼ 1 rovibrational levels of the doubly degenerate vibrational
states always remain unchanged in the CFA with 0 cm�1 error;
s of the eigenvalues, DðT̂VRÞ, obtained with the full and the Coriolis-free Hamiltonian,
, bisector, and Eckart embeddings and with Jacobi coordinates with r;R, bisector, and
tional parent state. The vibrational (vib, ðv1v2L2Þ) and the rotational (rot, JG) quantum

DðT̂VRÞ
Radau Jacobi

r1 RBE EE r R JBE EE

19.88 0.33 0.00 19.83 19.93 0.33 0.00
22.82 0.36 0.00 22.81 22.82 0.36 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00

49.14 32.59 31.94 51.38 47.94 32.59 31.94
58.10 37.74 37.12 54.73 60.94 37.55 37.12
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00

�6.61 �30.66 �31.40 �5.72 �7.08 �30.47 �31.40
�15.19 �36.21 �37.04 �15.73 �15.56 �36.21 �37.04

19.26 0.35 0.01 19.18 19.33 0.35 0.01
22.36 0.39 0.01 22.36 22.36 0.39 0.01
0.00 0.00 0.00 0.00 0.00 0.00 0.00

16.20 1.34 0.56 15.01 17.51 1.38 0.56
27.58 2.16 0.56 27.42 27.70 2.15 0.56
0.00 0.00 0.00 0.00 0.00 0.00 0.00

80.99 65.35 64.25 81.40 80.69 65.36 64.25
81.69 63.96 63.09 79.48 84.43 63.87 63.09
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00

�37.59 �62.10 �63.32 �37.50 �37.66 �62.04 �63.32
�37.18 �59.65 �60.76 �37.28 �37.57 �59.59 �60.76

44.42 28.60 27.93 46.84 43.24 28.60 27.93
52.71 33.03 32.36 49.09 55.92 32.83 32.36
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00

�3.81 �27.40 �28.14 �3.00 �4.22 �27.19 �28.14
�11.90 �32.57 �33.46 �12.30 �12.69 �32.58 �33.46

18.62 0.38 0.02 18.51 18.74 0.38 0.02
21.98 0.45 0.02 21.98 21.98 0.45 0.02
0.00 0.00 0.00 0.00 0.00 0.00 0.00

27.00 15.38 13.62 30.03 25.51 15.41 13.62
45.46 26.26 25.71 37.34 54.71 26.05 25.71
19.98 �8.16 �10.53 21.99 20.11 �7.76 �10.53
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.62 0.00 0.00 0.00 0.00 0.00 0.00

�1.98 �22.59 �24.67 �3.75 �2.89 �22.56 �24.67

40.61 27.36 26.72 37.85 44.57 27.53 26.72
56.11 29.33 26.72 55.80 55.80 29.34 26.72
0.00 0.00 0.00 0.20 0.00 0.00 0.00

�1.50 �15.32 �16.48 �2.11 �1.04 �15.33 �16.48
10.00 �15.00 �16.48 10.01 9.99 �15.03 �16.48
0.00 0.00 0.00 0.00 0.00 0.00 0.00

6.59 �7.44 �8.37 6.16 7.07 �7.41 �8.37
17.65 �7.04 �8.37 17.44 17.87 �7.04 �8.37
0.00 0.00 0.00 0.00 0.00 0.00 0.00

73.03 58.24 57.05 73.41 72.75 58.26 57.05
74.19 56.94 56.00 71.51 77.77 56.82 56.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00

�30.59 �54.94 �56.22 �30.45 �30.66 �54.86 �56.23
�29.94 �52.11 �53.33 �30.13 �30.54 �52.04 �53.33



Fig. 7. The differences, DðT̂VRÞ, of the J ¼ 1 rovibrational energy levels of Hþ
3 using

the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using valence bisector (VBE), Radau bisector (RBE), and Eckart
(EE) embeddings.

Fig. 8. The differences, DðT̂VRÞRR, of the J ¼ 1 rovibrational energy levels of Hþ
3 using

the RR Hamiltonian, ĤRR, and the Coriolis-free Hamiltonian, ĤRR � T̂VR. The results
are presented using valence bisector (VBE), Radau bisector (RBE), and Eckart (EE)
embeddings.
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however, unlike the first group, these are the 11 rotational quan-
tum number states.

Taking a closer look at the energy levels of the linear
embeddings, we can see that there is a pattern, which most
of the CFA levels follow. This pattern is very close to the pat-
tern obtained from the rigid rotor (RR) approximation. In order
Table 9
Numerical values of the GR and GVR tensor elements of 16O3 for all of the embeddings stu

GR

Coord. Embedding Symmetry Gxx Gxy

valence bisector C2v (Ref.) 7.13 0
valence r1 C2v (Ref.) 5.42 �2.78

Radau Eckart C2v (Ref.) 7.13 0
Radau bisector C2v (Ref.) 7.13 0
Radau r1 C2v (Ref.) 6.43 �1.96

s-Jacobi bisector C2v (Ref.) 4.01 3.12
s-Jacobi R C2v (Ref.) 7.13 0.00
s-Jacobi r C2v (Ref.) 7.13 0

a-Jacobi bisector C2v (Ref.) 6.94 �1.07
a-Jacobi R C2v (Ref.) 6.88 �1.23
a-Jacobi r C2v (Ref.) 5.42 �2.78

valence bisector C2v (10, 10) 8.57 0
valence r1 C2v (10, 10) 7.08 �3.09

Radau Eckart C2v (10, 10) 8.57 0
Radau bisector C2v (10, 10) 8.57 0
Radau r1 C2v (10, 10) 8.00 �2.04

s-Jacobi bisector C2v (10, 10) 4.62 3.95
s-Jacobi R C2v (10, 10) 8.57 0
s-Jacobi r C2v (10, 10) 8.57 0

a-Jacobi bisector C2v (10, 10) 8.40 �1.13
a-Jacobi R C2v (10, 10) 8.37 �1.24
a-Jacobi r C2v (10, 10) 7.08 �3.09

valence bisector Cs (10, 0) 7.30 �0.60
valence r1 Cs (10, 0) 6.09 �2.57

Radau Eckart Cs (10, 0) 7.33 0.36
Radau bisector Cs (10, 0) 7.33 �0.36
Radau r1 Cs (10, 0) 6.85 �1.73

s-Jacobi bisector Cs (10, 0) 5.03 3.10
s-Jacobi R Cs (10, 0) 6.94 1.57
s-Jacobi r Cs (10, 0) 7.35 0.20

a-Jacobi bisector Cs (10, 0) 7.28 �0.70
a-Jacobi R Cs (10, 0) 6.99 �1.49
a-Jacobi r Cs (10, 0) 6.09 �2.57

22
to confirm this observation, we created model energy levels
using variational vibrational states along with rotational excita-
tions, according to the RR model, and subtracted them from the
rovibrational energy levels computed within the CFA resulting

in the DðT̂VRÞRR differences (see Fig. 8). Comparing Fig. 8 to
Fig. 7, we can see that the errors on the RR model plot are sig-
died. For more details on the notation, see caption to Table 2.

FNGR GVR

Gyy Gzz G1z G2z G3z

0.90 1.01 0.21 1.40 �1.40 0
2.61 2.61 1.81 0 2.79 2.85

0.90 0.80 0 0 0 0
0.90 0.80 0 0 0 0
1.60 1.60 0.80 0 0 1.01

4.01 2.01 1.21 0 0 3.12
0.90 7.13 6.33 0 0 �7.13
0.90 0.90 0.10 0 0 0.90

1.09 0.94 0.14 0 0 0.50
1.15 1.15 0.35 0 0 0.79
2.61 2.61 1.81 0 0 1.78

0.66 0.74 0.13 1.11 �1.11 0
2.15 2.15 1.54 0 2.23 2.21

0.66 0.62 0.003 �0.11 0.11 0
0.66 0.62 0 0 0 0
1.23 1.23 0.62 0 0 0.64

4.62 2.31 1.69 0 0 3.95
0.66 8.57 7.95 0 0 �8.57
0.66 0.66 0.05 0 0 0.66

0.83 0.75 0.14 0 0 0.37
0.86 0.86 0.25 0 0 0.49
2.15 2.15 1.54 0 0 1.23

0.94 1.05 0.25 1.55 �1.27 0.47
2.15 2.15 1.36 0 2.54 2.45

0.91 0.80 0.004 �0.004 0.005 �0.07
0.91 0.81 0.02 0 0 0.14
1.39 1.39 0.60 0 0 0.87

3.21 1.96 1.17 0 0 2.95
1.30 6.94 6.15 0 0 �6.77
0.89 0.89 0.10 0 0 0.87

0.97 0.85 0.06 0 0 0.29
1.25 1.25 0.46 0 0 0.81
2.15 2.15 1.36 0 0 1.39
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nificantly smaller, below 10 cm�1 for the first 30 states. The
biggest differences between the two plots occur for the second
group of energy levels. In fact, the rovibrational energy levels in
the first group follow the RR model closely. The rovibrational
energy levels in the second group do not follow the RR model;
therefore, these states have larger CC. In the CFA, the latter

levels also become RR-like, which causes the larger DðT̂VRÞ
errors. These findings indicate that the substantial Coriolis-
Table 10
J ¼ 1 rovibrational energy levels of 16O3 using the exact Hamiltonian, ĤVR, and the differenc
ĤVR � T̂VR. The results are presented in cm�1 using valence and Radau coordinates wit
coordinates with r;R, and bisector embeddings. The ĤVR levels are given relative to the ZPVE
rotational (rot, JKaKc

) quantum numbers are assigned for each state.

ĤVR

valence R

# abs level vib rot r1 VBE r1

1 0.84 0.84 (0 0 0) 101 0.90 0.107 0.40 0
2 3.96 3.96 (0 0 0) 111 0.89 0.104 0.39 0
3 4.01 4.01 (0 0 0) 110 0.00 0.000 0.00 0

4 695.90 0.84 (0 1 0) 101 0.90 0.107 0.40 0
5 699.08 4.01 (0 1 0) 111 0.89 0.104 0.39 0
6 699.13 4.07 (0 1 0) 110 0.00 0.000 0.00 0

7 1049.49 0.83 (0 0 1) 101 0.90 0.115 0.40 0
8 1052.56 3.90 (0 0 1) 111 0.89 0.108 0.39 0
9 1052.62 3.96 (0 0 1) 110 0.00 0.000 0.00 0

10 1097.64 0.84 (1 0 0) 101 0.89 0.101 0.39 �0
11 1100.77 3.97 (1 0 0) 111 0.88 0.099 0.39 �0
12 1100.82 4.01 (1 0 0) 110 0.00 0.000 0.00 0

13 1388.26 0.83 (0 2 0) 101 0.91 0.107 0.40 0
14 1391.49 4.07 (0 2 0) 111 0.88 0.104 0.39 0
15 1391.55 4.12 (0 2 0) 110 0.00 0.000 0.00 0

16 1728.56 0.82 (0 1 1) 101 0.90 0.115 0.40 0
17 1731.69 3.95 (0 1 1) 111 0.88 0.107 0.39 0
18 1731.74 4.01 (0 1 1) 110 0.00 0.000 0.00 0

19 1784.95 0.84 (1 1 0) 101 0.90 0.102 0.39 �0
20 1788.14 4.02 (1 1 0) 111 0.87 0.099 0.38 �0
21 1788.18 4.07 (1 1 0) 110 0.00 0.000 0.00 0

22 2069.80 0.82 (0 0 2) 101 0.90 0.119 0.39 0
23 2072.83 3.85 (0 0 2) 111 0.88 0.107 0.39 0
24 2072.89 3.91 (0 0 2) 110 0.00 0.000 0.00 0

25 2077.59 0.83 (0 3 0) 101 0.91 0.107 0.40 0
26 2080.89 4.12 (0 3 0) 111 0.87 0.104 0.39 0
27 2080.94 4.18 (0 3 0) 110 0.00 0.000 0.00 0

28 2112.25 0.82 (1 0 1) 101 0.90 0.113 0.39 0
29 2115.33 3.90 (1 0 1) 111 0.88 0.105 0.39 0
30 2115.38 3.95 (1 0 1) 110 0.00 0.000 0.00 0

31 2188.92 0.84 (2 0 0) 101 0.89 0.097 0.38 �0
32 2192.05 3.97 (2 0 0) 111 0.87 0.094 0.38 �0
33 2192.09 4.01 (2 0 0) 110 0.00 0.000 0.00 0

34 2404.53 0.82 (0 2 1) 101 0.90 0.114 0.40 0
35 2407.71 4.00 (0 2 1) 111 0.87 0.106 0.39 0
36 2407.77 4.06 (0 2 1) 110 0.00 0.000 0.00 0

37 2469.41 0.83 (1 2 0) 101 0.90 0.102 0.39 �0
38 2472.65 4.07 (1 2 0) 111 0.87 0.100 0.38 �0
39 2472.70 4.12 (1 2 0) 110 0.00 0.000 0.00 0

40 2733.77 0.82 (0 1 2) 101 0.90 0.119 0.40 0
41 2736.85 3.90 (0 1 2) 111 0.87 0.106 0.39 0
42 2736.91 3.95 (0 1 2) 110 0.00 0.000 0.00 0

43 2763.35 0.83 (0 4 0) 101 0.91 0.107 0.40 0
44 2766.71 4.19 (0 4 0) 111 0.87 0.104 0.38 0
45 2766.77 4.24 (0 4 0) 110 0.00 0.000 0.00 0

46 2782.12 0.82 (1 1 1) 101 0.90 0.112 0.39 0
47 2785.25 3.95 (1 1 1) 111 0.87 0.104 0.39 0
48 2785.31 4.00 (1 1 1) 110 0.00 0.000 0.00 0

49 2868.04 0.83 (2 1 0) 101 0.89 0.098 0.39 �0
50 2871.22 4.02 (2 1 0) 111 0.86 0.095 0.38 �0
51 2871.27 4.06 (2 1 0) 110 0.00 0.000 0.00 0

23
coupling of Hþ
3 is the reason behind the non-rigidity of the

system.
All in all, the EE and RBE embeddings are most effective for Hþ

3 ,
as predicted. Although similar in performance, EE is consistently
better, especially for the first energy level group containing most
of the singly degenerate vibrations. Note that insofar as rovibra-
tional energy levels are concerned, we provide no explicit data
for the FEE embeddings. This is because the RFEE (following the
es of the eigenvalues, DðT̂VRÞ, obtained with the full and the Coriolis-free Hamiltonian,
h r1, bisector, and Eckart embeddings and with symmetric and asymmetric Jacobi
(abs) as well as to the vibrational parent state. The vibrational (vib, ðv1v2v3Þ) and the

DðT̂VRÞ
adau s-Jacobi a-Jacobi

RBE EE r R sJBE r R aJBE

.000 0.000 0.049 3.17 0.61 0.90 0.174 0.071

.000 0.000 0.050 3.14 0.60 0.89 0.174 0.070

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.001 0.001 0.050 3.23 0.62 0.90 0.176 0.072

.001 0.001 0.051 3.20 0.62 0.89 0.174 0.070

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.005 0.004 0.052 3.13 0.60 0.90 0.176 0.076

.005 0.004 0.055 3.04 0.58 0.89 0.177 0.074

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.005 �0.005 0.044 3.17 0.61 0.89 0.169 0.066

.004 �0.005 0.046 3.14 0.60 0.88 0.168 0.065

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.002 0.002 0.051 3.29 0.64 0.91 0.177 0.073

.002 0.002 0.053 3.25 0.63 0.88 0.173 0.071

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.005 0.004 0.052 3.18 0.62 0.90 0.177 0.076

.005 0.004 0.055 3.09 0.59 0.88 0.176 0.073

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.003 �0.003 0.046 3.23 0.62 0.90 0.171 0.068

.003 �0.003 0.047 3.20 0.61 0.87 0.168 0.065

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.006 0.004 0.050 3.09 0.60 0.90 0.174 0.077

.006 0.004 0.055 2.95 0.56 0.88 0.176 0.073

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.003 0.003 0.053 3.35 0.66 0.91 0.178 0.074

.003 0.003 0.054 3.31 0.65 0.87 0.173 0.071

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.003 0.002 0.049 3.13 0.60 0.90 0.173 0.073

.003 0.002 0.053 3.04 0.58 0.88 0.174 0.071

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.008 �0.009 0.040 3.17 0.60 0.89 0.164 0.062

.008 �0.008 0.042 3.13 0.59 0.87 0.163 0.060

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.006 0.005 0.053 3.24 0.63 0.90 0.178 0.077

.006 0.005 0.056 3.14 0.61 0.87 0.175 0.073

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.002 �0.001 0.047 3.29 0.64 0.90 0.173 0.069

.002 �0.001 0.049 3.25 0.63 0.87 0.168 0.066

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.006 0.004 0.051 3.14 0.61 0.90 0.175 0.077

.006 0.004 0.056 2.99 0.57 0.87 0.176 0.073

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.004 0.005 0.054 3.42 0.68 0.91 0.180 0.075

.004 0.005 0.055 3.38 0.66 0.87 0.173 0.072

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.003 0.002 0.050 3.18 0.62 0.90 0.174 0.074

.003 0.002 0.053 3.08 0.59 0.87 0.173 0.071

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000

.007 �0.007 0.042 3.23 0.62 0.89 0.167 0.064

.007 �0.006 0.044 3.19 0.61 0.86 0.163 0.061

.000 0.000 0.000 0.00 0.00 0.00 0.000 0.000
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Radau angle) is once again equivalent to RBE, while VFEE is very
close to it.
Fig. 9. The differences, DðT̂VRÞ, of the J ¼ 1 rovibrational energy levels of 16O3 using
the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using Radau bisector (RBE), and Eckart (EE) embeddings.

Fig. 10. The differences, DðT̂VRÞ, of the J ¼ 5 rovibrational energy levels of 16O3 using
the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using Radau bisector (RBE), and Eckart (EE) embeddings.
5.5. 16O3

Despite having three identical atoms, the ozone molecule, 16O3,
has only C2v point-group symmetry at its equilibrium structure.
Consisting of only heavy atoms, CC is expected to be very small
for this system. On the other hand, there are three equivalent
versions [30] of the C2v equilibrium structure, which complicates
matters a bit vis-à-vis the embeddings, and the rovibrational level
structure. Since the barriers between adjacent PES wells of 16O3

are quite high, it is possible to focus on embeddings and levels that
are centered on just a single equilibrium structure. Note, that if only
one version is treated in contrast to when all versions are
considered, than due to its C2v point-group symmetry at the equi-
librium structure, similarly to H2

16O separate symmetric and asym-
metric Jacobi embeddings can be defined.

Inspection of the GR and GVR tensor elements (see Table 9)
reveals a similar pattern to the H2

16O molecule when comparing
the different embeddings. Of course, all of the FNGR norm values
are significantly smaller for 16O3, as expected. Similarly to H2

16O,
the best embeddings here are EE and RBE, with FNGR norm values
consistently smaller than 0.1 cm�1. There are also some similarities
with Hþ

3 , owing to the three identical masses, such as the very large
difference between RBE and VBE (with the VBE results being signif-
icantly worse). Also, aJBE here again seems to mimic RBE very clo-
sely. Surprisingly, sJrE has also very small norm values, while it is
clear, as well, that the sJRE embedding is by far the worst, with
norms of 6–8 cm�1.

Computed CFA rovibrational energy levels are listed in Table 10.
In addition to verifying our predictions (as discussed below), we
also comment that, unlike for H2

16O, the CFA rotational band struc-
ture does not show significant vibrational-state dependence—fur-
ther evidence of the better rotation/vibration separability for this
system. For J ¼ 1, the RBE and EE errors are smaller than
0.01 cm�1 (see Fig. 9), while VBE is indeed an order of magnitude
worse, having errors around 0.1 cm�1. Indeed, even aJBE is better
than VBE, with errors around 0.07 cm�1. Since the ozone molecule
is very close to a prolate symmetric top, aJrE, which yields prolate
energy levels in the CFA, performs very well, with errors of only
0.05 cm�1. At the same time, aJRE, which results in oblate energy
levels, is by far the worst choice, with errors of 3.2 cm�1. The per-
formance of the rest of the embeddings (e.g., Vr1E, Rr1E and sJBE) is
average, with errors ranging between 0.4–0.9 cm�1.

Upon taking a closer look at the RBE and EE errors (see Fig. 9),
there is still an observable finer structure of the energy levels.
The antisymmetric stretch vibrations, (001) and overtones, seem
to have a constant positive error, while the bending fundamental,
(010), and its overtones show an increasing positive error. The
symmetric stretch fundamental, (100), however, shows a negative
error which increases upon further excitations. Also, it is observ-
able from Fig. 9 that the RBE and EE errors are very close. Due to
the very small errors it is hard to decide which of the two is the
better embedding for this system. For J ¼ 5, the VBE errors increase
up to 0.2–1.6 cm�1, while the RBE and EE errors are still smaller
than 0.1 cm�1 for the first 80 states (see Fig. 10).

Having discussed the single-PES-well situation for ozone, we
now return to a consideration of the three-identical-well version.
To address this case, we have computed rovibrational energy levels
for all three wells in a single computation (see Table 11). For
valence and Radau coordinates, the embeddings best suited to
describe one minimum would perform badly for the states cen-
tered in the other two wells. In particular, RBE and EE has

0.3 cm�1 DðT̂VRÞ error for the other two wells, while VBE performs
24
slightly better, with errors around 0.2 cm�1. The simplest of the
three coordinate choices is the case of Jacobi coordinates. Here,
the symmetric and asymmetric Jacobi coordinates actually
describe different wells, so the CFA errors will be the same in
Table 11 as reported for a single well in Table 10, considering both
symmetric and asymmetric sets (the latter counted twice). In this
case, unlike for the linear embeddings, JBE describes two of the
three wells with tiny errors of 0.07 cm�1, while the errors for the
third well are around 0.6 cm�1.

In summary, our results show that a single version of 16O3 can
be described very accurately within the CFA using RBE or EE, but
is not possible to describe all version with the same accuracy
within a single computation.

5.6. 14NH3

The nuclear dynamics of the tetratomic ammonia molecule
(14NH3) is characterized by a large-amplitude (inversion) motion,
which makes this molecule an important benchmark system both
for experimental spectroscopy and nuclear-motion computations
[71], and a prime non-triatomic candidate for our study of CFA.
Having more than three atoms, none of our earlier derivations
regarding the structure of the g and G tensors for planar, triatomic
molecules apply for 14NH3. Indeed, most of the GR and GVR tensor
elements are nonzero, for a randomly picked geometry. 14NH3



Table 11
J ¼ 1 rovibrational energy levels of 16O3 using the exact Hamiltonian, ĤVR, and the differences of the eigenvalues, DðT̂VRÞ, obtained with the full and the Coriolis-free Hamiltonian,
ĤVR � T̂VR. The results are presented in cm�1 using valence and Radau coordinates with bisector and Eckart embeddings and Jacobi coordinates with r;R, and bisector embeddings
they are given relative to the vibrational parent state. The vibrational (vib, ðv1v2v3Þ) and the rotational (rot, JKaKc

) quantum numbers are assigned for each state.

ĤVR DðT̂VRÞ
valence Radau Jacobi

# level vib rot VBE EE RBE EE r R JBE

1 0.840 (0 0 0) 101 0.201 0.328 0.330 0.328 0.902 0.174 0.071
2 0.840 (0 0 0) 101 0.201 0.328 0.330 0.328 0.902 0.174 0.071
3 0.840 (0 0 0) 101 0.107 0.000 0.000 0.000 0.049 3.174 0.609
4 3.963 (0 0 0) 111 0.200 0.323 0.325 0.323 0.893 0.174 0.070
5 3.963 (0 0 0) 111 0.200 0.323 0.325 0.323 0.893 0.174 0.070
6 3.963 (0 0 0) 111 0.104 0.000 0.000 0.000 0.050 3.144 0.601
7 4.014 (0 0 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
8 4.014 (0 0 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
9 4.014 (0 0 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000

10 0.837 (0 1 0) 101 0.203 0.330 0.334 0.330 0.903 0.176 0.072
11 0.837 (0 1 0) 101 0.203 0.330 0.334 0.330 0.903 0.176 0.072
12 0.836 (0 1 0) 101 0.107 0.001 0.001 0.001 0.050 3.230 0.624
13 4.015 (0 1 0) 111 0.199 0.323 0.327 0.323 0.886 0.174 0.070
14 4.015 (0 1 0) 111 0.199 0.323 0.327 0.323 0.886 0.174 0.070
15 4.015 (0 1 0) 111 0.104 0.001 0.001 0.001 0.051 3.198 0.616
16 4.066 (0 1 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17 4.066 (0 1 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
18 4.066 (0 1 0) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000

19 0.828 (0 0 1) 101 0.115 0.004 0.333 0.331 0.902 0.176 0.076
20 0.828 (0 0 1) 101 0.204 0.331 0.333 0.331 0.902 0.176 0.076
21 0.828 (0 0 1) 101 0.204 0.331 0.005 0.004 0.052 3.129 0.604
22 3.901 (0 0 1) 111 0.108 0.004 0.322 0.319 0.888 0.177 0.074
23 3.902 (0 0 1) 111 0.202 0.319 0.322 0.319 0.888 0.177 0.074
24 3.902 (0 0 1) 111 0.202 0.319 0.005 0.004 0.055 3.041 0.579
25 3.956 (0 0 1) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 3.956 (0 0 1) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 3.956 (0 0 1) 110 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 12
Numerical values of kGR � g�1

R kF (FNGR), the Frobenius norm of the ðGR � g�1
R Þ tensor,

of 14NH3 for all of the embeddings studied in this paper. The numbers are provided in
cm�1 in the C3v and D3h reference geometries and the distorted geometries along each
vibrational band origin (mn). In case of the degenerate vibrations, the s indicate
symmetric, while the a asymmetric distortion. The degree of distortion (dist.) is 10%
of the equilibrium value of the excited vibrational coordinates in each case mentioned
here. For the actual geometries, see Table S15.

Geom. Dist. zxz Eckart

C3v D3h flexible

C3v (1) ref. 33.11 0 5.42 0
C3v (1) m2 46.45 0.91 12.97 0
C3v (1) m4s 36.84 0.36 9.32 0.78
C3v (1) m4a 33.57 0.15 7.22 0.40
C3v (1) m1 27.36 0 4.48 0
C3v (1) m3s 27.25 0.16 7.39 0.59
C3v (1) m3a 33.61 0.15 6.71 0.47

D3h ref. 24.99 6.12 0 0
D3h m2 26.45 1.83 0.92 0
D3h m4s 24.96 8.46 0.31 1.37
D3h m4a 24.98 7.25 0.19 0.76
D3h m1 20.65 5.05 0 0
D3h m3s 18.01 7.61 0.14 0.62
D3h m3a 25.06 6.96 0.13 0.51

C3v (2) ref. 33.11 40.80 5.42 0
C3v (2) m2 46.45 107.76 12.97 0
C3v (2) m4s 36.84 68.53 9.32 0.78
C3v (2) m4a 33.57 52.79 7.22 0.40
C3v (2) m1 27.36 33.72 4.48 0
C3v (2) m3s 27.25 54.72 7.39 0.59
C3v (2) m3a 33.61 49.04 6.71 0.47
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has two important structures on its PES: the (two equivalent) glo-
bal minima have C3v point-group symmetry, while the transition
state (TS) structure of the inversion motion has D3h point-group
symmetry. 14NH3, similarly to Hþ

3 , is an oblate symmetric top.
For 14NH3, we choose a ‘‘valence” vibrational coordinate set

which is very close to the normal coordinates describing the har-
monic vibrations (about any of the structures above). The r1; r2,
and r3 coordinates describe the N–H stretching motions, b
describes the inversion motion, while h1 and h2 are the two dihe-
dral coordinates of the second and third hydrogen atoms. Implicit
in this description of the vibrational coordinates is also the descrip-
tion of a particular embedding, known as the ‘‘zxz” (scattering)
embedding (zxzE). Specifically, the three H atoms define the hori-
zontal or x–y plane, within which the first H atom defines the
direction of the x axis. The EE can be used, as well, with both the
C3v and D3h stationary points as natural reference structures.
Finally, the FEE is also a very natural choice, particularly if the flex-
ible path is chosen to follow the inversion coordinate, as we did
here. The other five coordinates were fixed at their value at the
D3h reference geometry.

Table 12 lists FNGR norm values, kGR � g�1
R kF, for each embed-

ding at the two reference structures and several distorted geome-
tries (see Table S15). For ammonia, m2 corresponds to the inversion
motion, m1 to the breathing stretch motion, m3s and m3a represent
the symmetric and asymmetric stretching, while m4s and m4a is
the symmetric and asymmetric bending. Since we proved earlier
that the FNGR norm is a reliable measure for assessing CC, the indi-
vidual GVR (and GR) tensor elements are not shown here. (Note that
instead of the three nonzero GVR elements for triatomic molecules,
there are up to 18 nonzero elements for ammonia.) It is obvious
from Table 12 that the CC is very substantial for the zxz embedding,
across the board. The value of the FNGR norm is 33 cm�1 at the C3v
25
and 25 cm�1 at the D3h reference structures. The zxzE norm stays
in the 18–47 cm�1 range for vibrational excitation, generally being
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smaller around the TS structure. In any event, these are all enor-
mous values—no doubt stemming from the fact that one of the
three H atoms is unrealistically singled out for purposes of defining
the embedding.

In contrast, EE with a C3v reference structure yields much
better results in the vicinity of the C3v reference geometry itself,
as expected. Just at the C3v global minimum, the FNGR norm is
zero, with reasonably large vibrational distortions about this
geometry giving rise to norm values generally smaller than
1 cm�1. Of course, this choice is much less well behaved in the
vicinity of the D3h TS, where norm values are all on the order
of 8 cm�1—except for the m2 distortion, corresponding to the
inversion motion itself. EE with the D3h reference-structure
choice naturally shows a reverse behavior, with norms smaller
Table 13
J ¼ 1 rovibrational energy levels of 14NH3 using the exact Hamiltonian, ĤVR, and the Coriolis
cm�1 using valence coordinates with zxz, Eckart, and flexible-Eckart (FEE) embeddings and
state (rel). The vibrational (vib, mn) and the rotational (rot, JK ) quantum numbers are assig

ĤVR ðĤVR � T̂VRÞabs
# abs rel vib rot zxzE EE

1 16.2 16.2 mþ0 11 32.8 18.9
2 16.2 16.2 mþ0 11 33.9 18.9
3 17.0 16.2 m�0 11 33.6 19.7
4 17.0 16.2 m�0 11 34.5 19.7
5 19.9 19.9 mþ0 10 20.8 25.3
6 20.7 19.9 m�0 10 21.5 26.1

7 948.6 16.2 mþ2 11 964.5 950.9
8 948.6 16.2 mþ2 11 963.7 950.9
9 952.6 20.1 mþ2 10 954.4 957.2

10 984.2 16.0 m�2 11 1000.5 986.8
11 984.2 16.0 m�2 11 1000.4 986.8
12 987.9 19.8 m�2 10 990.7 993.1

13 1613.6 16.1 2mþ2 11 1628.8 1615.5 1
14 1613.6 16.1 2mþ2 11 1628.4 1615.5 1
15 1617.9 20.4 2mþ2 10 1619.7 1621.6 1

16 1639.5 13.3 mþ4 11 1658.9 1645.1 1
17 1639.5 13.3 mþ4 11 1659.4 1645.2 1
18 1640.6 13.3 m�4 11 1660.0 1646.2 1
19 1640.6 13.3 m�4 11 1660.5 1646.3 1
20 1645.3 19.1 mþ4 11 1659.9 1645.2 1
21 1645.9 19.7 mþ4 11 1660.2 1645.3 1
22 1646.4 19.1 m�4 11 1660.8 1646.3 1
25 1647.2 19.9 m�4 11 1661.1 1646.4 1
23 1646.6 20.4 mþ4 10 1647.3 1651.8 1
24 1646.6 20.4 mþ4 10 1647.4 1651.8 1
26 1647.7 20.4 m�4 10 1648.1 1653.0 1
27 1647.7 20.4 m�4 10 1648.3 1653.0 1

28 1898.0 15.9 2m�2 11 1914.6 1900.8 1
29 1898.0 15.9 2m�2 11 1914.2 1900.8 1
30 1901.5 19.4 2m�2 10 1904.2 1907.2 1

31 2399.8 15.7 3mþ2 11 2416.6 2402.8 2
32 2399.8 15.7 3mþ2 11 2416.2 2402.8 2
33 2403.1 19.0 3mþ2 10 2406.2 2409.2 2

34 2554.1 13.7 ðm2 þ m4Þþ 11 2571.3 2558.9 2
35 2554.1 13.7 ðm2 þ m4Þþ 11 2571.8 2559.0 2
36 2559.1 18.7 ðm2 þ m4Þþ 11 2572.4 2559.0 2
37 2559.6 19.2 ðm2 þ m4Þþ 11 2572.9 2559.1 2
38 2561.0 20.6 ðm2 þ m4Þþ 10 2562.8 2565.4 2
39 2561.0 20.6 ðm2 þ m4Þþ 10 2562.8 2565.4 2
40 2599.2 13.2 ðm2 þ m4Þ� 11 2617.7 2604.7 2
41 2599.2 13.2 ðm2 þ m4Þ� 11 2618.2 2604.8 2
42 2604.8 18.9 ðm2 þ m4Þ� 11 2618.4 2604.8 2
43 2605.4 19.5 ðm2 þ m4Þ� 11 2618.8 2604.8 2
44 2606.1 20.2 ðm2 þ m4Þ� 10 2608.8 2611.3 2
45 2606.1 20.2 ðm2 þ m4Þ� 10 2608.8 2611.3 2

26
than 1 cm�1 around the its reference structure and norms of
5–13 cm�1 around the C3v geometry.

As to the rovibrational levels, due to the ‘‘fluxional” nature of
14NH3, these are known to be delocalized across both C3v wells—e-
ven at low energies. Consequently, given the extremely large FNGR
norm values for the C3v EE, as evaluated in the opposite C3v well
(see Table 12), we did not use this embedding to compute CFA
rovibrational levels. Instead, the D3h EE and FEE embeddings were
used, as both of those yield reasonably small norm values every-
where. Of course, the FEE FNGR values are very small at all of these
geometries, and at all intermediate values of b along the inversion
motion that connects them. Therefore, FEE is expected to perform
considerably better in the CFA than the D3h EE, which in turn,
should be significantly better than zxzE.
-free Hamiltonian, ĤVR � T̂VR, and their difference, DðT̂VRÞ. The results are presented in
they are given relative to the ZPVE (abs) as well as relative to the vibrational parent
ned for each state.

ðĤVR � T̂VRÞrel DðT̂VRÞ
FEE zxzE EE FEE zxzE EE FEE

16.2 32.8 18.9 16.2 16.59 2.69 0.06
16.2 33.9 18.9 16.2 17.69 2.69 0.06
17.0 32.8 18.9 16.2 16.60 2.70 0.06
17.0 33.7 18.9 16.2 17.53 2.70 0.06
20.0 20.8 25.3 20.0 0.95 5.41 0.10
20.8 20.7 25.3 20.0 0.79 5.43 0.10

948.9 32.1 18.4 16.4 15.90 2.28 0.23
948.9 31.2 18.4 16.4 15.09 2.28 0.23
953.1 21.9 24.7 20.6 1.81 4.60 0.44

984.5 32.4 18.6 16.3 16.36 2.60 0.28
984.5 32.3 18.6 16.3 16.23 2.60 0.28
988.4 22.6 25.0 20.3 2.82 5.24 0.54

614.0 31.3 18.0 16.5 15.17 1.85 0.40
614.0 30.9 18.0 16.5 14.78 1.85 0.40
618.7 22.2 24.1 21.2 1.89 3.76 0.82

642.5 32.8 19.0 16.3 19.44 5.64 2.95
642.7 33.2 19.0 16.5 19.89 5.72 3.15
643.6 32.8 19.0 16.3 19.46 5.66 2.97
643.8 33.2 19.0 16.5 19.91 5.75 3.17
642.7 33.7 19.0 16.5 14.66 �0.04 �2.61
642.9 34.0 19.1 16.7 14.36 �0.55 �3.01
643.8 34.6 20.1 17.6 14.40 �0.04 �2.62
644.0 33.8 19.1 16.7 13.89 �0.79 �3.26
646.6 21.1 25.6 20.4 0.73 5.29 0.07
646.6 20.2 24.6 19.3 0.89 5.30 0.07
647.7 20.8 25.7 20.4 0.36 5.22 �0.03
647.7 21.0 25.7 20.4 0.56 5.22 �0.03

898.5 32.4 18.7 16.3 16.58 2.81 0.49
898.5 32.1 18.7 16.3 16.21 2.81 0.49
902.5 22.1 25.0 20.4 2.75 5.67 0.98

400.4 32.5 18.7 16.3 16.84 3.04 0.66
400.4 32.1 18.7 16.3 16.46 3.04 0.66
404.4 22.1 25.1 20.3 3.09 6.12 1.33

556.8 30.9 18.5 16.4 17.13 4.75 2.69
557.0 31.4 18.6 16.7 17.66 4.85 2.93
557.0 32.0 18.6 16.7 13.34 �0.11 �2.03
557.3 32.5 18.7 16.9 13.27 �0.53 �2.30
561.5 22.4 25.0 21.1 1.76 4.39 0.50
561.5 22.4 25.0 21.1 1.78 4.40 0.50
602.3 31.8 18.7 16.3 18.58 5.50 3.10
602.5 32.3 18.8 16.6 19.05 5.59 3.33
602.5 32.5 18.8 16.6 13.57 �0.06 �2.32
602.7 32.9 18.9 16.8 13.44 �0.56 �2.68
606.7 22.9 25.4 20.8 2.66 5.16 0.57
606.7 22.9 25.4 20.8 2.68 5.16 0.57



Fig. 11. The differences, DðT̂VRÞ, of the J ¼ 1 rovibrational energy levels of 14NH3

using the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using valence zxz (zxzE), Eckart (EE), and flexible-Eckart (FEE)
embeddings.

Table 14
J ¼ 5 rovibrational energy levels of 14NH3 using the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR, and their difference, DðT̂VRÞ. For more details on
notations, see caption of Table 13.

ĤVR ðĤVR � T̂VRÞabs ðĤVR � T̂VRÞrel DðT̂VRÞ
# abs rel vib rot zxzE EE FEE zxzE EE FEE zxzE EE FEE

1 205.3 205.3 mþ0 55 620.2 218.3 205.7 620.2 218.3 205.7 415.0 13.0 0.4
2 205.3 205.3 mþ0 55 620.2 218.3 205.7 620.2 218.3 205.7 415.0 13.0 0.4
3 206.1 205.3 m�0 55 620.9 219.1 206.5 620.1 218.3 205.7 414.8 13.0 0.4
4 206.1 205.3 m�0 55 620.9 219.1 206.5 620.1 218.3 205.7 414.8 13.0 0.4
5 238.7 238.7 mþ0 54 510.1 276.0 239.5 510.1 276.0 239.5 271.4 37.3 0.8
6 238.7 238.7 mþ0 54 510.1 276.0 239.5 510.1 276.0 239.5 271.4 37.3 0.8
7 239.4 238.6 m�0 54 510.0 276.8 240.3 509.2 276.0 239.5 270.6 37.4 0.8
8 239.4 238.6 m�0 54 510.0 276.8 240.3 509.2 276.0 239.5 270.6 37.4 0.8
9 264.5 264.5 mþ0 53 423.4 320.7 265.6 423.4 320.7 265.6 158.9 56.2 1.1
10 264.5 264.5 mþ0 53 423.5 320.7 265.7 423.5 320.7 265.7 159.0 56.2 1.1
11 265.2 264.4 m�0 53 423.7 321.6 266.4 422.9 320.8 265.6 158.5 56.3 1.2
12 265.2 264.4 m�0 53 423.8 321.6 266.4 423.0 320.8 265.6 158.6 56.3 1.2
13 282.9 282.9 mþ0 52 360.6 352.5 284.3 360.6 352.5 284.3 77.7 69.6 1.3
14 282.9 282.9 mþ0 52 361.1 352.5 284.3 361.1 352.5 284.3 78.2 69.6 1.3
15 283.6 282.8 m�0 52 362.7 353.5 285.0 361.9 352.7 284.2 79.1 69.8 1.4
16 283.6 282.8 m�0 52 363.0 353.5 285.0 362.2 352.7 284.2 79.4 69.8 1.4
17 294.0 294.0 mþ0 51 315.6 371.6 295.4 315.6 371.6 295.4 21.7 77.7 1.5
18 294.0 294.0 mþ0 51 309.0 371.6 295.4 309.0 371.6 295.4 15.0 77.7 1.5
19 294.6 293.8 m�0 51 315.7 372.6 296.1 314.9 371.8 295.3 21.1 77.9 1.5
20 294.6 293.8 m�0 51 309.1 372.6 296.1 308.3 371.8 295.3 14.5 77.9 1.5
21 297.6 297.6 mþ0 50 330.3 378.0 299.2 330.3 378.0 299.2 32.6 80.3 1.5
22 298.3 297.5 m�0 50 330.9 378.9 299.9 330.1 378.1 299.1 32.6 80.6 1.5

23 1134.8 202.4 mþ2 55 1537.6 1145.8 1136.1 605.1 213.3 203.6 402.8 11.0 1.2
24 1134.8 202.4 mþ2 55 1537.6 1145.8 1136.1 605.1 213.3 203.6 402.8 11.0 1.2
25 1170.6 238.1 mþ2 54 1364.2 1202.2 1173.7 431.7 269.7 241.3 193.6 31.6 3.2
26 1170.6 238.1 mþ2 54 1364.3 1202.2 1173.7 431.8 269.7 241.3 193.7 31.6 3.2
27 1198.2 265.7 mþ2 53 1309.4 1245.8 1202.9 376.9 313.4 270.4 111.2 47.6 4.7
28 1198.2 265.7 mþ2 53 1304.1 1245.8 1202.9 371.6 313.4 270.4 105.9 47.6 4.7
29 1217.8 285.4 mþ2 52 1270.7 1277.0 1223.6 338.2 344.5 291.1 52.9 59.1 5.8
30 1217.8 285.4 mþ2 52 1270.4 1277.0 1223.6 337.9 344.5 291.1 52.6 59.1 5.8
31 1229.6 297.1 mþ2 51 1264.4 1295.6 1236.0 331.9 363.1 303.5 34.8 66.0 6.4
32 1229.6 297.1 mþ2 51 1257.3 1295.6 1236.0 324.8 363.1 303.5 27.7 66.0 6.4
33 1233.5 301.0 mþ2 50 1260.0 1301.8 1240.1 327.5 369.3 307.7 26.5 68.3 6.6

34 1171.4 203.3 m�2 55 1565.1 1183.9 1172.8 596.9 215.8 204.7 393.7 12.5 1.5
35 1171.4 203.3 m�2 55 1565.1 1183.9 1172.8 596.9 215.8 204.7 393.7 12.5 1.5
36 1204.9 236.8 m�2 54 1448.3 1241.0 1208.7 480.2 272.8 240.6 243.4 36.1 3.8
37 1204.9 236.8 m�2 54 1448.3 1241.0 1208.7 480.2 272.8 240.6 243.4 36.1 3.8
38 1230.9 262.7 m�2 53 1448.5 1285.2 1236.5 480.4 317.1 268.4 217.6 54.3 5.7
39 1230.9 262.7 m�2 53 1448.5 1285.2 1236.5 480.4 317.1 268.4 217.6 54.3 5.7
40 1249.4 281.2 m�2 52 1374.8 1316.7 1256.3 406.6 348.6 288.2 125.4 67.3 7.0
41 1249.4 281.2 m�2 52 1374.6 1316.7 1256.3 406.5 348.6 288.2 125.2 67.3 7.0
42 1260.5 292.3 m�2 51 1322.1 1335.6 1268.2 354.0 367.4 300.1 61.7 75.1 7.7
43 1260.5 292.3 m�2 51 1320.9 1335.6 1268.2 352.7 367.4 300.1 60.4 75.1 7.7
44 1264.1 296.0 m�2 50 1295.5 1341.9 1272.1 327.4 373.7 304.0 31.4 77.7 8.0

Fig. 12. The differences, DðT̂VRÞ, of the J ¼ 5 rovibrational energy levels of 14NH3

using the exact Hamiltonian, ĤVR, and the Coriolis-free Hamiltonian, ĤVR � T̂VR. The
results are presented using valence zxz (zxzE), Eckart (EE), and flexible-Eckart (FEE)
embeddings.
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The numerical rovibrational energy levels computed in the CFA
bear out these predictions. For J ¼ 1 (see Table 13 and Table S16),

the DðT̂VRÞ errors for rovibrational energy levels belonging to the
first five vibrational states are between 1 and 18 cm�1 for the zxzE.
They drop to 2–5 cm�1 for the EE, and further decrease to 0.1–

0.8 cm�1 for the FEE. Going higher in energy, negative DðT̂VRÞ errors
also appear for rovibrational levels belonging to degenerate vibra-
tions. These negative errors are larger for the FEE; therefore, for

certain levels, EE is the better performing of the two. The DðT̂VRÞ
errors are plotted in Fig. 11 for all three embeddings. The order
of magnitude differences between the three embeddings are

clearly visible on these figures, as well as the negative DðT̂VRÞ
errors. Note that the trends within a rovibrational band for the
zxz and EE embeddings are different. For zxzE, the errors for the
11 states are always larger than those for the 10 states, while for
EE, this relation is reversed.

The differences among the embeddings become even more pro-
nounced for J ¼ 5 (see Table 14 and Table S17). The errors increase
up to 430 cm�1 for zxzE, up to 80 cm�1 for EE, but only up to

8 cm�1 for FEE. The DðT̂VRÞ errors are plotted in Fig. 12 for all three
embeddings. The order of magnitude differences between the

embeddings are very clear. Furthermore, the DðT̂VRÞ errors do not
show significant vibrational dependence, although they are clearly
affected by the different rotational states, as discussed.

In conclusion, the energy levels of the tetraatomic 14NH3 mole-
cule can be computed fairly accurately using FEE in the CFA. There-
fore, the CFA with FEE might be a choice worth pursuing for larger
and especially for heavier molecular systems, as well.
6. Summary and conclusions

This paper is devoted to the study of approximations to the

exact field-free rovibrational Hamiltonian, ĤVR, with the aim to
optimally decouple the rotational and vibrational degrees of free-
dom characterizing the gas-phase dynamics of molecules. The

magnitude of Coriolis coupling, usually denoted as the T̂VR

kinetic-energy term of ĤVR, was investigated across a wide range
of embeddings, coordinate systems, and several prototypical mole-
cules, including the triatomic AB2 (H2

16O and D2
16O), the triatomic

A3 (16O3 and Hþ
3 ), the triatomic ABC (HD16O), and the tetratomic

AB3 (14NH3) cases. During the search for the optimal separation
of the rotational and vibrational degrees of freedom, a sequence

of increasingly severe approximations to ĤVR are introduced. They

all involve the Coriolis-free approximation (CFA), where T̂VR is
neglected, and extend to the diagonal GR approximation (DGRA),

where the pure rotational kinetic-energy term, T̂R, is simplified,
arriving finally at the generalized centrifugal sudden approximation

(GCSA), where, due to further simplifications in T̂R, the rovibra-
tional Hamiltonian becomes decoupled in the K rotational quan-
tum number.

The role of vibrational coordinates and body-fixed axis embed-
dings on the separation of rotations and vibrations was assessed at
every rung of this approximation hierarchy. We confirm that the

Coriolis-coupling term, T̂VR, is indeed independent of the choice
of the vibrational coordinates. Then we compare the performance
of many different embeddings in the Coriolis-free approximation.
Though it is impossible to choose a body-fixed frame that will
cause Coriolis coupling to vanish over the whole shape space
[34], we show that it is worth seeking the optimal embedding for
a given molecule, as different embeddings are characterized by sig-
nificantly different decouplings. We also show that embeddings
exist for which Coriolis coupling vanishes at many configuration-
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space points—not just at the reference structure, as the Eckart
embedding was designed to do.

During our search for the optimal embedding, we utilized dif-
ferent techniques to determine embedding effects. To start with,
we performed analytical derivations yielding interesting insight,
especially for AB2 molecules. Then, we evaluated the magnitude
of Coriolis coupling based on variationally computed rovibrational
eigenenergies, employing the exact and the different approximate
Hamiltonians. We utilized various embedding choices—some
standard, and some less usual—in order to understand the most
important characteristics of the approximations. An important
question addressed is whether it is indeed the classical [19] Eck-
art embedding that provides the best separation of rotations and
vibrations when a large number of rovibrational eigenstates is
considered.

The analytical derivations focused on the GR and GVR tensor
elements determining the form of the kinetic-energy operator,
both responsible for the coupling of vibrations and rotations.
We extensively studied the structure of these tensors for AB2-
type molecules, both at C2v- and Cs-symmetry structures. As is
well known, for the Eckart embedding Coriolis coupling is zero
at the reference geometry—i.e., at a single point, usually chosen
as the equilibrium geometry of the molecule. Surprisingly, we dis-
covered that the Radau bisector embedding goes much further
than Eckart in decoupling rotations and vibrations, resulting in
vanishing Coriolis coupling over not just a single point but an
entire two-dimensional subspace. Moreover, we determined that
Coriolis coupling is never zero in any of the Jacobi and Radau
bond embeddings.

Since the GVR tensor depends on the vibrational coordinates, its
individual tensor elements can not measure appropriately the
extent of Coriolis coupling. Instead of this measure [43], we advo-
cate the use of the quantity kGR � g�1

R kF (FNGR) for this purpose,
which is the Frobenius norm of the difference between the rota-
tional and inverse moment-of-inertia tensors, providing a
coordinate-independent measure for the magnitude of Coriolis
coupling. For triatomic molecules, lying in the ðx; yÞ plane, this
norm becomes simply jGR

zz � 1=gR
zzj. During our tests based on vari-

ational nuclear-motion computations, we obtained the G tensor
elements numerically at different distorted geometries and com-
puted kGR � g�1

R kF values, which successfully verify our analytical
findings.

Our extensive numerical studies designed to test embeddings
involved a number of approximate rovibrational Hamiltonians.
First, we computed rovibrational eigenenergies in the Coriolis-

free approximation—that is, after neglecting the T̂VR term form

the exact ĤVR. To determine the performance of the different
embeddings, we compared the eigenenergies of the Coriolis-free
approximation with the rovibrational eigenenergies computed
using the full Hamiltonian. For the special case of triatomic AB2

molecules (namely H2
16O), we went further, by neglecting the

GR
xy term from T̂R, yielding the diagonal GR approximation. We

proved that the diagonal GR approximation leads to two distinct
and almost-perfectly-good parity quantum numbers, one for rota-
tions and one for vibrations. Furthermore, for what we call ‘‘linear”
embeddings, the diagonal GR approximation should always be used
instead of the Coriolis-free approximation, since the extra errors
introduced in the eigenenergies at this rung of the approximation
hierarchy are minimal, while the savings in computational require-
ments are substantial.

We also introduced a method to generalize the centrifugal-
sudden approximation, resulting in what we call the generalized
centrifugal-sudden approximation—whereby upon averaging
different diagonal GR elements, the different K blocks in the
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rovibrational Hamiltonian decouple, resulting in the considerable
advantage that K becomes a good quantum number. By comparing
different embeddings, we concluded that for all Jacobi and Radau
bond embeddings, which have been used historically in the context
of the centrifugal-sudden approximation, the diagonal GR approxi-
mation is actually equivalent to the generalized centrifugal-sudden
approximation.

Based on the numerical computations carried out, several addi-
tional important molecule-specific conclusions can be drawn. For
water (H2

16O), our prototypical AB2 molecule, we determined that
overall it is the Radau-bisector embedding that is best in minimiz-
ing Coriolis coupling. For the Coriolis-free approximation, this

choice yields less than 0.5 cm�1 DðT̂VRÞ errors for the first 50
J ¼ 1 rovibrational states, although the Eckart embedding is only

slightly worse (with less than 1.0 cm�1 DðT̂VRÞ errors).
This is mostly due to the fact that the Radau-bisector embed-

ding has a two-dimensional C2v subspace for which Coriolis cou-
pling vanishes. Furthermore, based on numerical kGR � g�1

R kF
values, we realized that for AB2 molecules, Coriolis coupling in
the Eckart embedding is zero not only at the equilibrium geometry
but actually over the entire one-dimensional, pure symmetric
stretching distortion space (no distortion of the angle from its
reference value is permitted). We have also observed that the
Radau-bisector embedding and the flexible-Eckart embedding fol-
lowing the Radau angle are identical, which holds for all triatomic
AB2 molecules. Moreover, we concluded that the Jacobi and Radau
bond embeddings always perform worse in the Coriolis-free
approximation than the valence/Radau-bisector and the Eckart
embeddings (the best one, the symmetric Jacobi r embedding,

has DðT̂VRÞ errors only up to 6.0 cm�1), and that the asymmetric
Jacobi-bisector embedding is very close to its Radau counterpart.

Regarding the deuterated water isotopologues, we noted that
the D2

16O results show the exact same patterns as observed for
H2

16O, but with errors half as large. This is due to the mass differ-
ence introduced by the H/D substitution. For the ABC prototype
HD16O, we found that the use of the valence/Radau-bisector
embeddings becomes less favorable compared to the Eckart
embedding. Nevertheless, mass-weighting the bisector angle—an
at-present unusual proposition—reverses the order. Using
valence/Radau-mass-weighted-bisector embeddings yields similar
performance to the valence/Radau-bisector embedding results
noted for H2

16O. The Radau mass-weighted-bisector embedding
and the flexible-Eckart embedding following the Radau angle are
identical for triatomic ABC molecules.

Studying the two A3-type molecules resulted in observations
rather different from those of the AB2 and ABC prototypes. In
the case of Hþ

3 , we observed that the system has an inherently
large Coriolis coupling. It appears that it is the Coriolis coupling
that is mostly responsible for the deviations of the rotational
levels from the rigid-rotor model results. None of the embeddings

perform nearly as well as they do for H2
16O; neglecting the T̂VR

term results in DðT̂VRÞ errors as large as 65–75 cm�1 for the first
50 J ¼ 1 rovibrational eigenenergies. The Eckart and the Radau-
bisector embeddings appear to be the most effective decoupling
options, with the Eckart embedding performing consistently bet-
ter for the singly-degenerate states, which can be computed fairly
accurately within the Coriolis-free approximation. For ozone
(16O3), a molecule with three different versions of its equilibrium
structure, the situation is just the opposite to that of Hþ

3 . In this
case, as expected, Coriolis coupling is small, the Radau bisector
and Eckart embeddings perform equally well when describing

only one potential well, with DðT̂VRÞ errors being smaller than
0.01 cm�1 for the first 50 states for J ¼ 1, which increases only
up to 0.1 cm�1 for J ¼ 5. Describing all three wells in the same
29
Coriolis-free approximation computation, however, is challenging
and it is not straightforward to achieve the same accuracy for all
minima.

We extended some of the methodologies we applied to tri-
atomic molecules to ammonia (14NH3), a tetratomic molecule
with one characteristic large-amplitude motion. We carried out
nuclear-motion computations within the Coriolis-free approxima-
tion for the first time for a tetratomic molecule. We observed that
the Eckart embedding results in significantly more accurate

eigenenergies than a generic embedding, with DðT̂VRÞ errors less
than 8 cm�1 for the first 100 states of J ¼ 1, which increases to
80 cm�1 for J ¼ 5. Moreover, we determined that the flexible-
Eckart embedding following the inversion motion is superior to

the simple Eckart embedding, with DðT̂VRÞ errors less than
0.1 cm�1 for the J ¼ 1 eigenstates on the ground vibrational state,
increasing to less than 1.5 cm�1 for J ¼ 5. We realized that the
flexible-Eckart embedding, in general, provides fairly accurate
energy levels in the Coriolis-free approximation up to J ¼ 5,
where we stopped our investigation. The advantage of using the
flexible-Eckart embedding is especially notable for higher J val-
ues. Our results seem to indicate that the flexible-Eckart embed-
ding in the Coriolis-free approximation might be a choice worth
pursuing during computation of approximate rovibrational
eigenenergies for larger—and especially for heavier—molecular
systems.

Lastly, we would like to point out that although the topic of
minimizing Coriolis coupling and comparing embedding perfor-
mances in variational rovibrational computations has long been
of interest to many in the field of high-resolution molecular spec-
troscopy, without the ability of the GENIUSH protocol
[12,15,16,63,64] to switch easily between exact and approximate
Hamiltonians and different embeddings, the large amount of com-
putations performed here could not have been carried out. The
large amount of numerical results that can be generated with
GENIUSH-like variational techniques puts special emphasis on
analytical derivations, since without them it is next to impossible
to understand the numerical results.
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Appendix A. Explicit tensor element formulas for g and G

Explicit formulas are presented here for the individual tensor
elements of the g and G tensors of Eq. (20) and Eq. (22), respec-
tively. The individual tensor elements in Eq. (20) are obtained from
the Jacobian of the coordinate transformation as
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gV
ij ¼

XN
n¼1

X
a
mn

@Xna
@qi

� �
@Xna
@qj

� �

gVR
ic ¼

XN
n¼1

X
a
mn

@Xna
@qi

� �
@Xna
@hc

� �

gR
bc ¼

XN
n¼1

X
a
mn

@Xna
@hb

� �
@Xna
@hc

� �
ð33Þ

Note that every tensor element of g depends only on the geometry—
i.e., on the values of the vibrational coordinates, qi, and not on those
of the rotational coordinates, ha.

In Eq. (33) above, the number of particles N is arbitrary; for the
AB2 case, N ¼ 3 and n ¼ 1;2;Af g. Also, i; j, etc. label vibrational
coordinates, whereas a; b, etc. label the Cartesian components,
x; y; zf g. Strictly speaking, the r!n ¼ ðXnx;Xny;XnzÞ ¼ ðXn;Yn; ZnÞ are

space-fixed coordinates, although by restricting consideration to
the reference orientations, these become equivalent to body-
fixed coordinate values, ðxn; yn; znÞ . The distinction only matters
with respect to the differential displacements dXna associated with
the partial derivatives; these are unconstrained, and thus give rise
to differential displacements of the orientation and center of mass,
away from the reference orientation and the origin, respectively.

The tensor elements of G can be obtained from the inverse Jaco-
bian as follows:

GV
ij ¼

XN
n¼1

X
a

1
mn

@qi
@Xna

� �
@qj
@Xna

� �

GVR
ic ¼

XN
n¼1

X
a

1
mn

@qi
@Xna

� �
@hc
@Xna

� �

GR
bc ¼

XN
n¼1

X
a

1
mn

@hb
@Xna

� �
@hc
@Xna

� �
ð34Þ

Generally, we find it more convenient to obtain G directly from Eq.
(34), rather than by inverting the tensor g.

As a technical point, it should be mentioned that the ha that
appear above, and in Section 3.1, are not Euler angle coordi-
nates—and in particular, cannot be used as global rotational
coordinates at all, owing to the non-holonomic constraint
imposed by the fact that rotations about the x̂; ŷ, and ẑ axes
do not commute. However, this does not matter; in practice,
we need to consider only differential rotations, applied to geome-
tries in the reference orientation, for which the origin of the
space-fixed frame corresponds to the center of mass. By the
same token, in Section 4.1, where true rotational coordinates
are needed and used—i.e., the usual ð/; h;vÞ Euler rotation
angles—it must be understood that these are not strictly canon-

ically conjugate to ð̂Jx; Ĵy; ĴzÞ, the usual body-fixed components of
angular momentum.
Appendix B. Exactness of CFA eigenvalues for J ¼ 1

As discussed in Section 5.2, and is evident from the relevant
entries of Table 4, when the CFA is being used for J ¼ 1—and for
every single v and every embedding—the 101 rovibrational energy
is exact. The reasons underlying this behavior are explained in this
Appendix.

For J ¼ 1; ~HJ has a 3� 3 sub-block structure, as discussed. In a
parity-adapted basis set (i.e., �K ¼ 1þ;0þ;1�
 �

) these form a 2� 2
p ¼ þ1 upper-left diagonal block, a 1� 1 p ¼ �1 lower-right diag-
onal block, and two rectangular off-diagonal blocks [see Eq. (35)].

Now, it can be shown that the matrix representations for Ĵ2a (for

all a) are block-diagonal, as are those for Ĵa and Ĵbc ¼ ð̂JbĴc þ Ĵc ĴbÞ.
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On the other hand, the matrices for Ĵb; Ĵc; Ĵab, and Ĵac have non-
zero entries only in the off-diagonal blocks.

For the purposes of discussion, then, by choosing

â ¼ ẑ; b̂ ¼ x̂; ĉ ¼ ŷ, one obtains a matrix representation of T̂R that
is block-diagonal with respect to parity:

~TJ¼1
R ¼

GR
yy þ GR

zz �iGR
xy 0

iGR
xy GR

xx þ GR
zz 0

0 0 GR
xx þ GR

yy

0
BB@

1
CCA ð35Þ

To be sure, the vibrational KEO matrix ~TJ¼1
V is block-diagonal with

respect to �K, implying that it, too, is block diagonal with respect
to �K.

This leaves only the Coriolis contribution, ~TJ¼1
VR . Now, we saw

already in Section 3.2.2 that for all embeddings only the GVR
iz com-

ponents of the CC contribution are non-zero. This implies that the

only non-vanishing contribution to ~TJ¼1
VR comes from Ĵz ¼ Ĵa. As dis-

cussed above, however, Ĵa is also block diagonal. Specifically,

~JJ¼1
a ¼

0 1 0
1 0 0
0 0 0

0
B@

1
CA ð36Þ

This implies that the total Hamiltonian matrix, ~HJ¼1, adopts the
parity-adapted block-diagonal form of Eq. (35), so that each parity
block may be diagonalized separately. Moreover, note that the ~JJ¼1

a

matrix makes no contribution to the 1� 1 negative parity block.
Consequently, CC has no impact whatsoever on the J ¼ 1;p ¼ �1

eigenstates; removing T̂VR from the Hamiltonian does not alter the
computed energy levels.

Appendix C. Extreme closeness of CFA and DGRA rovibrational
energy levels for symmetric embeddings

As discussed in Section 4.3 and in Sec. VI of the supplementary
material, the diagonal GR approximation provides approximate
energy levels that are remarkably close to the CFA levels, for sym-
metric embeddings of AB2 molecules. Why does this approxima-
tion perform so well? How can it be that discarding a
contribution from the Hamiltonian, that is on the order of
10 cm�1, gives rise to new energy levels that are no more than
0.01 cm�1 different from the old? This can be explained on permu-
tation symmetry grounds as follows.

Consider a combined rotation-vibration basis set that is
permutation-symmetry-adapted with respect to both vibration
(evib) and rotation (erot). For simplicity, we will consider just the
J ¼ 1 case explicitly. In the fully symmetry-adapted basis represen-
tation, the Hamiltonian matrix ~HJ¼1 becomes rigorously block-
diagonal by both parity and permutation symmetry—with each
block labeled by the corresponding permutation-inversion irre-
ducible representation (PI irrep). In what follows, we consider
the p ¼ 1; e ¼ 1 PI block, but similar arguments would apply to
all such blocks.

The ~HJ¼1;p¼1;e¼1 block further subdivides by rotation and/or
vibration permutation symmetry. For definiteness, we take
the upper-left diagonal sub-block to correspond to
evib ¼ erot ¼ 1, and the lower-right sub-block to evib ¼ erot ¼ �1.
In the diagonal GR approximation, ~HJ¼1;p¼1;e¼1 is (sub)-block
diagonal, so that the off-diagonal blocks are zero. However,
since the GR

xy contribution is known to change the character
of evib and erot, this contribution to the CFA must lie within
the off-diagonal blocks. Finally, we note that the vibrational
contribution respects all forms of permutation symmetry.
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Schematically, therefore, we have a Coriolis-free Hamiltonian
matrix of the form

~HJ¼1;p¼1;e¼1 ¼
~HVþ þ ~GRþ

aa
~GR
xy

~GR
xy

~HV� þ ~GR�
aa

 !
ð37Þ

Removing the ~GR
xy off-block-diagonal sub-blocks results in the diag-

onal GR approximation.
Next, consider that the vibrational Hamiltonian matrix ele-

ments are much larger than the rotational ones, in general—and
in symmetric embeddings, GR

xy is often quite small for the most

important geometries—so that jGR
xyj=jHV�j � k 
 1. For H2

16O, we

can estimate jHV�j � 2500 cm�1, and jGR
xyj � 5 cm�1, so k � 0:002.

The quantity k may be useful as a measure of adiabaticity—much
like the electron-nucleon mass ratio in the Born–Oppenheimer
approximation. Here, we use it in a different manner.

The next step is to transform the Coriolis-free matrix of Eq.
(35), into (sub)-block-diagonal form, through the use of succes-

sive Jacobi rotation transformations, to zero the ~GR
xy elements in

the off-diagonal blocks. Each such Jacobi rotation matrix is of
the form

~Oiþ i� ðuÞ ¼

1 � � � 0 � � � 0 � � � 0
..
. . .

. ..
. . .

. ..
. . .

. ..
.

0 � � � cosu � � � sinu � � � 0

..

. . .
. ..

. . .
. ..

. . .
. ..

.

0 � � � � sinu � � � cosu � � � 0

..

. . .
. ..

. . .
. ..

. . .
. ..

.

0 � � � 0 � � � 0 � � � 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

; ð38Þ

where deviations from the identity matrix occur only on the iþ’th
and i�’th rows and columns.

The angle u is chosen so as to zero out the element, GR;xy
iþ ;i� . It can

be shown that

tanð2uÞ ¼ 2GR;xy
iþ ;i�

ðHV�
i� ;i� � HVþ

iþ ;iþ Þ þ ðGR�;xy
i� ;i� � GRþ;xy

iþ ;iþ Þ ð39Þ

Since the two ~HV� matrix elements are generally different, tanð2uÞ
is of order k, so to first order in k;u � k; sinu � k, and cosu � 1.
Substituting into Eq. (38), to first order in k, the remaining matrix
elements transform as follows (or remain unchanged, if not listed
below):

GR;xy
i� ;j�

! GR;xy
i� ;j�

� kHV�
i� ;j�

þ Oðk2Þ
ðHV�

i� ;j�
þ GR�;aa

i� ;j�
Þ ! ðHV�

i� ;j�
þ GR�;aa

i� ;j�
Þ þ kGR;xy

i� ;j�
þ Oðk2Þ

ðHV�
i� ;i� þ GR�;aa

i� ;i� Þ ! ðHV�
i� ;i� þ GR�;aa

i� ;i� Þ � kGR;xy
iþ ;i� þ Oðk2Þ

ð40Þ

Let us analyze the orders of the corrections above in k. The off-
(sub)-block-diagonal matrix elements, GR;xy

i� ;j�
, start out as first-order

in k and remain first-order. However, the corrections to the
diagonal-(sub)-block elements above are all second-order in k,
since ~GR

xy is itself first order. Consequently, to first order in k, the
diagonal (sub)-blocks in Eq. (37) are unchanged under the Jacobi rota-
tion. In practice, a potentially large number of Jacobi rotations must

be applied, in order to eventually zero all ~GR
xy matrix elements.

None of these has any effect on the diagonal blocks at all, up to first
order in k. Consequently, the block-diagonal matrix that results is
simply the diagonal GR Hamiltonian matrix. Therefore, energy
31
eigenvalues for the Coriolis-free and diagonal GR approximations are

identical, apart from corrections of order k2. In the case of H16
2 O, this

works out to 2500� 0:0022 � 0:01 cm�1.
Although specific results are not presented in this paper, we

have also performed calculations for which just the GR
xy contribu-

tion is removed from the exact Hamiltonian—i.e., CC is retained.
Curiously, the energy eigenvalue errors in this case are on the order
of 5 cm�1—i.e., OðkÞ, rather than Oðk2Þ. This, too, can be explained.
The CC contribution also enters into the off-diagonal blocks—at
order k0, rather than k. Thus, the first correction that appears in
the second two lines of Eq. (40) is in this case of order k, rather than
k2.

Appendix D. ~HJK blocks of the GCSA

An explicit expression for each of the ~HJK block of the GCSA is
provided here, as represented in a Jacobi or Radau bond embed-
ding. Each such ~HJK block is essentially equal to the ~HV vibrational
Hamiltonian, plus a J- and K-dependent three-body ‘‘centrifugal
potential” correction term [54], arising from the GR

aa part of the
rotational KEO. For definiteness, we consider the symmetric Jacobi
R embedding, although this can easily be generalized for any other
such embedding via a simple substitution of masses and vector
labels. For this choice, GR

zz ¼ GR
xx, so ĉ ¼ ŷ. Thus,

T̂R � 1
2 GR

zzĴ
2 þ ðGR

yy � GR
zz Þ̂J2c

h i
VJK

centðr;R; cÞ ¼ �h2 JðJþ1Þ
2 GR

zz þ �h2K2

2 ðGR
yy � GR

zzÞ
ð41Þ

From Eq. (32), we obtain expressions for GR
yy and GR

zz in terms of the
vibrational coordinates, ðDx;Dy; cÞ. Transforming to ðr;R; cÞ via

r ¼ 2ðx0 þ DxÞ
R ¼ ð1þ 2m=MÞðy0 þ DyÞ; ð42Þ

we obtain finally

VJK
centðr;R; cÞ ¼

�h2JðJ þ 1Þ
2

ð2mþMÞ
2mMR2 þ �h2K2

2
2csc2c
mr2

þ ð2mþMÞ
2mMR2 cot2c� 1

� 	� �
ð43Þ

This matches exactly the symmetric rotor centrifugal potential form
as derived in Eq. (7) of Ref. [54].

Appendix E. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at https://doi.org/10.1016/j.saa.2020.119164.
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